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1.0 SUMMARY

The summary elements of this report consist of a digest, which follows
in section 1.1 and the following elements which appear in appendices: an
outline of contract objectives, a cummulative chronological narrative of

progress during the duration of the contract, a list of personnel who worked

on the contract, a list of scientific talks and a list of publicationms.
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1.1 DIGEST

In this paper we present a simulation of plasma transport of e, H+ and 0+
along a flux tube of the earth's magnetic dipole field, shown in Figure 1.
Heat and particle flux, and temperature and density are simulated, based on
realistic geophysical parameters at all times, and at each point of the flux
tube.

The model includes a solution of the primary electron and ion production
rates, the 2 stream photoelectron equations, ion and electron energy and oxygen
and hydrogen ion density equations.

Figure 2 displays the interrelationships of the various components of the
model. Control parameters (day, time, longitude, etc.) are used to set up the
solution grid and determine gravity, magnetic field strength and various other

parameters at each grid point. The neutral atmospheric densities and temperature

are then determined. This is followed by the calculation of the primary ionization

and photoelectron production rates. From the primary photoelectron distribution
the 2 stream equations provide the final photoelectron distribution including
transport, and the thermal electron heating rate which is needed in the solution
of the energy equations to provide the electron and ion temperatures. Finally,
the ion density equations are solved to provide 0+ and H+ densities at each

grid point to complete the procedure for the time step. At the next time step,
the procedure is repeated beginning with the neutral atmosphere.

The equations are solved on a spacially varying grid; 300 grid points being
used for the L = 3 field line.

The Newton iterative technique has proved to be a stable and economic means
of solving the non-linear parabolic partial differential equations of density
and temperature. The method is stable enough that time steps can be chosen to
fit atmospheric conditions, i.e., stability requirements are not the limiting

factor.
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Solution of the energy equations on a non-uniform spacial grid has been
accomplished by a coordinate transformation based on orthogonal dipole coordinates.
The equations are then converted to finite difference form and solved for the
ion and electron temperatures using the Newton method. The solution is straight-
forward and no new numerical problems were experienced.

On the other hand, the solution of the density equations proved to be more
difficult. As is widely known, the large diffusion coefficient at high altitudes
causes numerical instability as small changes in density generate large changes
in velocities. Past,methods of overcoming this problem involve setting artificial
upper boundary conditions, dividing the field line into regions and using different
techniques in different regions, or linearizing the equations.

We have developed a method that solves the coupled 0+ and B+ equations in
a consistent manner for the whole field line. Our method of solution allows us
to step over the high altitude region using one complete step whilst maintaining
the same basic pattern of solution. By avoiding the high altitude region we
avoid the instability. The method is fully explained in a paper which has been
submitted to the Journal of Computational Physics. The method is significantly
faster than the so called shooting method.

We have further improved the speed of convergence of the Newton procedure
by employing prediction techniques. The prediction has the additiomal benefit
of producing a near simultaneous solution of temperature and demsity even though
a ping-pong procedure has been adopted. The prediction provides accurate
densities for the next time step which can be used in the temperature solution.
A modified steepest descent has been used to guard against the possibility of

the Newton procedure overshooting the correct solution and producing negative

densities in the process.




The most recent formulation of the transport equations has been used.
The code therefore constitutes the most comprehensive tool for modelling the

plasmasphere reported to date.

2.0 SCIENTIFIC RESULTS

2.1 Introduction

Study of the thermal plasma population in the closed field line region of the

magnetosphere has grown in importance in recent years (see review by Chappell,
1975). Not only is there a significant interchange of plasma between the iono-
sphere and plasmasphere, but the thermal plasma has also been found to affect
the energetic particle population of the magnetosphere. This tight coupling
between the magnetosphere-ionosphere system via hot and cold plasma has an
impact on energetic particles of the radiation belts, ring current particles
and the plasma sheet. Although the broad features have been established
(Carpenter and Smith, 1964) a realistic comprehensive model of the plasmasphere,
however, has not yet been developed.

It seems clear that the interchange flow processes are related to the
shaping of the plasmapause and light ion trough features (Chappell, 1975).
The global morphology of the plasmasphere varies strongly with magnetic activity
and associated electric fields. When the convection electric field increases
during magnetic storms the plasmasphere decreases in size owing to compression
on the night side and a peeling off and convective loss of plasma in the after-

noon dusk sector. During magnetically quiet periods, the plasmasphere refills

as a result of upward flow of cold plasma from the ionosphere, increasing in size.

One of the primary objectives of studies of ionospheric-magnetosphere coupling
is to relate global morphological storm and quiet time patterns of the behavior

of the plasmasphere to those of the ionosphere.
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A fundamental requirement for understanding the processes governing the
ionosphere-plasmasphere system is a knowledge of the concentration, temperature
and flow velocities of charged species populating the field tubes. Since no
experiment has yet been devised which can supply these parameters along the full
extent of the field tube, we must of necessity resort to models to unify and
interpret available and forthcoming fragments of data. Studies of field tube
refilling constitute an important approach to the overall problem. Although
many studies of this type have been carried out in recent years (these are
discussed at greater length below) the details of the filling process still

remain unknown, primarily because it has not yet been possible to construct a

numerical model which incorporates all salient physical processes.

The purpose of the computer code described in this report is to provide
the theoretical framework for quantitative interpretation of measurements of
concentration, flow and temperature of thermal ions in the plasmasphere from
ongoing and upcoming programs such as Atmosphere Explorer, International
Sun-Earth Explorer, Dynamics Explorer, GEOS and several Air Force satellites.

The nucleus of the model compriszs the solution of the momentum, continuity,

T

energy and heat flow equations for a system of 3 charged species, 0+, H+ and

electrons, i.e., we obtain concentrations, temperatures and flow velocities.

Work ie currently in progress to include higher order moments for the pressure
and stress tensors (Schunk, 1975) to take account of perpendicular and parallel
temperatures. The effects of the magnetic gradient force is also being investi-
gated. The equations are solved along an entire field tube with feet located in
the E region of the northern and southern hemispheres. Ion production rates and
photoelectron heating rates are computed quasi-simultaneously along the field
line. Drifts due to neutral winds or electric fields are entered as input data
together with other geophysical parameters. As such,the code provides the most
comprehensive simulation to date of field aligned plasma transport in the

plasmasphere. Nevertheless, at best the code will only provide a basis for




interpretation of observations. It is unlikely that accurate agreement with

all data will be attained at this stage, since a greater number of factors will
significantly affect the behavior of the plasmasphere than have been incorporated
into the current model. Disagreement between model values and measurements will

provide a basis for discovering new processes. There are clear indications that

significant unidentified plasmaspheric heat sources must exist. Satellite data

(Mahajan and Brace, 1969; Sanatani and Hanson, 1970; Serbu and Maier, 1970;

i Brace et al., 1973; Maher and Tinsley, 1977) indicate large temperature gradients

| between the equator and ionosphere on a given field tube, for example, which
cannot be explained by the photoelectron heat source. This in turn implies that
thermal conductivity coefficients must vary significantly along the field tube,
otherwise untenably large values of '1‘e would occur at 1000 lm. Wave particle
interactions seem to be an obvious candidate. However the problem with wave-
particle interactions is that accurate expressions for the "effective collision

i cross sections', which are needed to correctly describe transport processes such |

as thermal diffusion and thermoelectric transport, are not available.

The effects of EXB drifts have not yet been satisfactorily treated. When

the effects_of the latter are considered the magnetic field tube should be
allowed to move latitudinally taking account of the volume change in the tube
and consequent redistribution of ionization. Ultimately we will require the
capability to model the net loss of plasma from the plasmasphere, i.e., in
addition to loss to the ionosphere.

We expect that the present model will go a long way toward quantifying

the effects of the processes outlined above, and identifying new processes, "

just as the earlier models of Mayr et al. (1972); Moffett and Murphy, 1973;
Massa et al. (1974); Murphy et al. (1976); Bailey et al. (1978) have identified

the broad features of tube filling, and the effects of interhemispheric plasma

flow on conjugate ionospheres as a function of local time, season and solar

cycle.
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0f all the hydrodynamic models reported in the literature to date for
L < 1.5 that of Mayr et al. (1972) was the first to include the momentum,
continuity and energy equations in a comprehensive form. It is indeed regret-
table that this work was not carried further, as their code inherently contained
most of the basic features incorporated in the present work. We have simply
improved the formulation of the transport equations and developed an efficient
numerical technique for solving the coupled set of equations. However, without
the innovations incorporated in the present method, the task is formidable and
that may be the reason why the earlier attempts of Mayr et al. (1972) were

abandoned.

2.2 Previous Studies

Early work on the general subject of ionosphere-magnetosphere coupling can
be broken down into four main categories.
! 1) Interhemispheric Plasma Exchange: i.e., studies on the interhemispheric
flow of plasma and its effects on the plasmasphere and ionosphere.
k 2) Ionosphere-Protonosphere Coupling: i.e., involving primarily studies of
i protons escaping from and returning to the ionosphere using a single
hemisphere model.

3) General F region and topside ionospheric studies.

£ 4) TFormulation of transport equations relevant to the above mentioned studies.

We review progress in these 4 areas below commencing with points (2) and
(3) since historically studies of the plasmasphere originated in studies of the
ionosphere.

Normal F region

We briefly review work in this area because not only does the behavior of

the F, layer affect plasma exchange, but the work led to the formulation of the

2
modern aeronomy transport equations and to studies of ionospheric dynamics
(discussed in the next subsection) which significantly affect the filling of the

plasmasphere after substorm depletion.




Evans (1975) has reviewed recent work on F region dynamics. While the bottom

side of the Fl layer is chemically controlled, diffusion of ionization becomes
increasingly important above about 200 km. In the absence of other transport
effects hydrostatic equilibrium is established by about 400 km. The plasma
diffusion velocity depends upon the ion neutral collision frequency and temp-
erature and pressure gradients of all the ions in the plasma. Early static
models (Johnson, 1960; Mange, 1960; Kockarts and Nicolet, 1963; Bauer, 1966

and others) were extended by Walker (1967), and Schunk and Walker (1969) to
include thermal diffusion effects. Schunk and Walker présented diffusive
equilibrium density profiles calculated for a mixture comprising two major ionms,
electrons and a number of minor ions. Thermal diffusion was shown to have an
important influence on charged particle distributions at altitudes above the

F region peak when electron and ion temperature gradients are greater than 1°K/km.
For ion and electron temperatures which increase with altitude thermal diffusion
acts to drive heavy ions towards higher altitudes, i.e., towards hotter regions.
Thermal diffusion also enhances the ordinary diffusion coefficient. Schunk and
Walker (1970a,b) extended the work to the diffusion of minor ions in the presence

of major ion fluxes, and Schunk and Walker (1973) developed a diurnal model of

the E and F regions incorporating these processes.

Models with Neutral Winds

Kohl et al. (1968), Rishbeth (1967, 1968), Stubbe (1968, 1970), Bailey et al.

(1969), Abur Robb (1969), Sterling et al. (1969), Strobel and McElroy (1970),
Jones (1974) and Roble (1975) and others have developed models which include the

effects of winds on the F, layer. The winds serve to drive the F region ioni-

2
zation along the field lines. As such the process is important for iunosphere-
plasmasphere coupling. The ionization is blown downwards during the day and

upwards at night. The subject has been reviewed by Rishbeth (1972, 1974) and

Evans (1975).




Winds not only affect the ionosphere, but are affected in turn by ion drag

caused by ionospheric plasma which is bound to the field lines at F region altitudes.
Therefore several of the above mentioned papers have simultaneously solved the |
coupled ion and neutral air equations. Stubbe (1970), for examplc, solved the

time-dependent coupled continuity and momentum equations, and electron and ion
+
2 ’

photoelectron heating rate was estimated from the ionization rate by using a

energy equations for a mixture comprising four ions (N0+, (o} O+ and H+). The
heating efficiency.

The most comprehensive model developed to date is that of Roble (1975).
In Roble's model the primary and secondary photoelectron fluxes, ion production
rates and heating rates are computed from the EUV flux and a model atmosphere.
Five ion continuity and momentum equations are solved including a flux from the
magnetosphere, neutral winds and electric fields. The electron and ion energy
equations are also solved using heating rates determined from chemical reactions,
photoelectron collisions, and a heat flux from the magnetosphere. The component
of the neutral wind along the geomagnetic field is determined from a separate
dynamic model of the neutral atmosphere using incoherent scatter radar measurements.

Boundary conditions were determined from the incoherent scatter radar measurements

of Te’ Ti and 0+ flux at 800 km over Millstone Hill.




Electric Fields

Dynamo electric fields at low to midlatitudes during magnetically quiet
periods are less important than neutral winds in controlling the behavior of
the F region (c.f., Evans, 1975; Behnke and Kohl, 1974). However, fields of
magnetospheric origin during substorms can be significant. Park and Banks (1974)
modelled the effect of substorm electric fields which penetrate the plasmasphere.
Observations show that a decrease in the layer height at night is often

accompanied by an initial increase in Nm Park and Banks (1974) show that

axFZ'
a downward flow of plasma from the magnetosphere into the F region due to
convectional compression of field. tubes basically accounts for the phenomenon.
Thus electric field effects must be incorporated in any realistic study of

field tube filling.

Ionosphere-Protonosphere Coupling

PréésnOSphere ionosphere coupling has been studied mainly from two comple-
mentary viewpoints, namely
1) as a source of ionization in the nocturnal F region.

2) as a source and sink of plasma for the protonosphere.

Several obvious discrepancies in the expected signature of the ionosphere
on the plasmasphere lead to studies of proton filling rates in the plasmasphere
due to outflow from the ionosphere (Banks et al., 1971). For example, the
plasma density decreases on the equatorward side of the light ion trough at
L values of 2, whereas the plasmapause lies between L = 4 to 6. From the
protonospheric point of view proton escape serves to replenish field tubes that
have lost their ionization. The protonosphere from the ionospheric viewpoint
therefore is a reservoir of ionization which is filled during the day, and

which can act as a source of ionization for the F region at night.
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Early theoretical studies predicted significant fluxes of O+ ions into
the F region via the charge exchange process of H+ with O (Hanson and Patterson,
1964; Geisler and Bowhill, 1965; Geisler, 1967). These predictions were soon
confirmed by experimental results (Vasseur and Waldteufel, 1968; Evans, 1969,
1971a,b; Evans et al., 1970; Behnke, 1970; Hagen, 1972). Subsequent theoretical
work took account of the relative flow between interacting species and confirmed
the importance of the protonosphere as a source of ionospheric plasma (Banks
et al., 1971; Schunk and Walker, 1972; Nagy and Banks, 1972; Schunk and Walker,
1973; Moffett and Murphy, 1973; Massa et al., 1974; Murphy et al., 1976). These
studies have shed considerable light on filling processes. However, the results

are all based on single hemisphere models. In some cases boundary altjitudes

lay between one to a few thousand km.

The work of Park and Banks (1974) and Murphy et al. (1976) produced several
major new results. The former studied the effects of plasma flow into the ionosphere
under the influence of neutral winds and an east-west electric field. The
latter studied field tube filling after substorm depletion and the subsequent
effects on the plasmasphere and ionosphere. Park and Banks (1974) divided the
tube extending from the ionosphere to the equator into three regions with
specialized formulations for each region. Each region was then coupled to the
adjacent region by flux or density boundary conditions. As a result the effect
of the total tube content on the ionosphere could be studied under different
circumstances. It was found that under steady state conditions plasma flow
from the plasmasphere into the ionosphere has a strong stabilizing effect upon
the F2 layer peak density, such that for wide ranges of applied east-west
electric fields or north~south thermospheric winds there is essentially no
change in Nsz. It was also found that NmF2 depends sensitively on the plasma
density of the plasmasphere. In the time dependent case Nsz may increase

significantly due to field tube convection altering the volume of the tube and

11
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squeezing plasma down into the ionosphere. For a midlatitude tube the time
needed to achieve a steady state Nsz is much less than the time .needed to reduce
the tube content appreciably. With a neutral wind such convection -does not occur
in the time dependent case and Nsz remains effectively unchanged. Park and Banks
(1974) point out that this stability of the F, layer cannot be achieved without
coupled models of the F region and plasmasphere. Therefore all models which
rely upon diffusive equilibrium for O+ in the topside ionosphere will be in
error. Since NmFZ depends strongly on tube content and since magnetospheric
substorms continually agitate the plasma density in the midlatitude plasmasphere,
a wide range in NmF2 can result.

Murphy et al. (1976) studied the effects of post substorm filling at equinox
and solstice for sunspot minimum conditions. They solved the continuity and
momentum equations for 0+ and H+ from 160 to 1400 km and 160 km to the equator

respectively. Diffusive equilibrium was assumed for 0" above 1400 km.

Their results showed a steady build up in tube content for several days after
the substorm, and suggested that equilibrium conditions may seldom be realized
because of the frequency of occurrence of substorms. Daytime values of the H+
flux were not affected by the tube content. Nighttime values were found to
depend on layer height (thz) and Nsz. The 0+ flux was always large for larger
tube content. Tube content continues to increase until the downward H+ flux
balances the upward flux over a diurnal cycle. Prior to this Nsz increases
on a night to night basis. The downward H+ flux depends primarily on
1) Plasma temperature
2) total plasma content of the tube

3) Phase of the neutral wind.




Nighttime downward fluxes were found to have the same stabilizing effect reported
by Park and Banks (1974). The effect of upward daytime fluxes is about a
15% reduction of the F region peak density.

Bailey et al. (1978) repeated the calculations for sunspot maximum conditions.
They found that H+ is supplied to the protonosphere during both day and night
and results in a net loss of neutral atomic hydrogen. The daily average flux is
-7.5 x 107cm2g"1.

A special study of interest reported by Bailey et al. (1977) using the one
hemisphere model was the theoretical confirmation of counterstreaming of O+ and
H' ions observed by Vickery et al. (1976) at twilight from Arecibo. This topic
is discussed further for a more general case in the section reporting results
obtained with the current model.

Murphy et al. (1976) also assessed the sensitivity of the results to
temperature changes. An increase in the gradient of Te along the field line
shortens the filling time. In each of the aralysis discussed earlier the electron
and ion temperatures were obtained semi-empirically, rather than calculated on the
basis of electron densities, etc., as part of the model. The models were
essentially exploratory in nature employing many simplifying assumptions and as
such served the useful purpose of identifying the main features of the coupled
ionosphere-plasmasphere system. The next level of development was the inclusion
of interhemispheric flow into the models, and the addition of the electron and
ion energy equations.

Interhemispheric Flow of Plasma

Relatively few theoretical studies have treated the interhemispheric flow
of plasma, despite the fact that the phenomenon may be important. Some ogvious
questions that required answers included:

1) Can the direct flow of plasma from one hemisphere to ihe other affect the
conjugate protonosphere and ionosphere. For example, can interhemispheric

flow enhance the winter anomaly?

13
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2) Can the redistribution of plasma change upward and downward flow rates?
3) 1Is there a net transfer of plasma when one hemisphere is illuminated and
the other in darkness?

Rothwell (1963), Hanson (1964) and Kohl (1966) discussed interhemispheric
flow in connection with the FZ layer winter anomaly. Nagy et al. (1968) studied
interhemispheric flow as a source of heat for the local topside ionosphere.
Recent models which included interhemispheric flow have been developed by
Mayr (1972), Kutimskaya et al. (1973), Bailey et al. (1978). Murphy and Moffett

(1978) use a single hemisphere model but assess the effects of interhemispheric

flow. The following main results emerge from these studies.

Mayr et al. (1972) solved the steady state continuity and momentum equations

L AV U M ) - i

+ +
and energy equations for O+, H , He and electrons. The main emphasis of their

P T P T T

work was on F region dynamical effects. For example, they found that a wind

field assymetric with respect to the equatorial plane, gives rise to assymetric

density profiles. Interhemispheric flow decreased the protonospheric density

TR

by a factor of 2 in one hemisphere raising the 0+—H+ transition height by 90 km 1

TR

+
while increasing the proton density in the other hemisphere. The O and H+

B S  es

scale heights changed significantly as did the B+ flux. A comprehensive study

L

of the latitudinal electron temperature variation showed that model results |

| at 1000 km were in agreement with the measurements of Brace et al. (1967).

A time dependent calculation was also attempted by a perturbation method.

The results indicated that diurnal plasma exchange between the protonosphere and

F, region is significant. As mentioned earlier, these workers did not fully

Z
exploit the potential of their model.

t al. (1978) extended their earlier model to two hemispheres.

Bailey

Despite the fact that the energy equations were not solved, several interesting

new results were obtained for sunspot minimum conditions.

14




1) For midlatitude flux tubes (L = 3) the interhemispheric flow does not
directly affect Nsz.

2) The total content of the plasmasphere is the factor of primary importance.
The protonosphere acts as a reservoir which is filled by flows from each
hemisphere. Thus, although conjugate ionospheres are decoupled via this
reservoir, the longer term filling process provides an important indirect
coupling mechanism.

3) Generally there is a significant interhemispheric flow of plasma. Sometimes
the flow is from the winter to the summer hemisphere.

4) Although the winter ionosphere is not affected by the direct interhemispheric
flow, in general the plasmasphere content tends to enhance winter and reduce
summer densities.

5) The flow is upward in both hemispheres during the day.

6) The flow is downward in the winter hemisphere in the evening, but becomes
small or changes direction between midnight and dawm.

7) When the flux at 1000 km in one hemisphere is significantly larger than that
in the other hemisphere, there is a signature on the interhemispheric flux.
Murphy and Moffett (1978) recently extended their code to include both

the energy equations, and to include nonlinear acceleration terms in the

momentum equations. Despite comments to the contrary by Bailey et al. (1978)

it was found that the solution of the temperature equations yielded unexpected

results regarding the effects of gradients on flows. The effect of changes in

pressure gradients was approximately cancelled by changes in temperature
gradients. Thus the H+ dowvnflow in a collapsing protonosphere at sunset is

not enhanced to the extent expected. Enhancements that do occur are due almost

entirely to the decreasing 0+ concentration. Contrary to the suggestions of

Fontheim and Banks (1972) no evidence was obtained to suggest that supersonic

flows occur.
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Formulations and Solution of the Transport Equations

The basic equations which describe the temporal and spatial behavior of
rarefied gases are expressed in terms of their concentrations, bulk flow velocity
and temperature. These quantities are included within the basic conservation
equations derived by taking velocity moments of various terms of Boltzmann's
equation. Schunk (1975, 1977) points out that the basic equations used in
modelling the ionosphere and protonosphere have not, in general, been applied
with a clear recognition of their intrinsic limitations. Attempts have been
made to study ionospheric-magnetospheric plasma exchange using the binary
formulations of Chapman and Cowling (1960) to obtain drift velocities for the
multicomponent O, O+, H+ gas mixture (Massa, 1974; Murphy et al., 1976).

Schunk and Walker (1970a) have investigated the accuracy of the binary formulation
and have shown that while it is quite accurate for the derivation of the ambi-
polar diffusion coefficient, diffusion coefficients for minor ions can be in

error by as much as a factor of 2. The factor of 2 arises from the fact that

the binary approximation is less accurate for Coulomb collisions than for ion-
neutral collisions. Since the major ions in the topside ionosphere go through

" + : : : + ;
a transition from O major in the F, region to H major in the protonosphere,

2
it is essential not only to describe the minor ion diffusion processes correctly,
but furthermore, to have a system of equations which accurately describes the
behavior of the gas mixture in the transition region. It is also desirable,

in order for the calculation to be accurate, that thermal diffusion effects be

included accurately in our transport equations, as was shown by Schunk and

Walker (1970b).

Schunk and Walker (1970b) used the multicomponent formulation of

Hirschfelder et

1. (1964) to derive the continuity equations for a three-
constituent mixture comprising O, 0+ and electrons. Although this approach
yields diffusion coefficients which are accurate to within 20% (Schunk and

Walker, 1970b), as the numbers of gases in the multicomponent mixture increases
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it becomes impossible to manipulate the equation without an unreasonable
amount of effort, if the 20% accuracy is to be retained.

An alternative approach to transport equations derived by Burgers (1969)
has recently been presented by Schunk (1975) for applications to aeronomic
studies. This system has many advantages over the systems previously used for
the formulation of the plasma exchange problem between the ionosphere and the
protonosphere.

Schunk's (1975)»system of equations used Grad's (1949, 1958) 13-moment
approximation for the distribution function of each of the species that con-
stitute the plasma. The basic advantages of Schunk's formulation stem from
the fact that interactions between one species and any other species are
described by collision integrals that are evaluated to the same degree of
approximation as the distribution function themselves. The approach appears to
yield accuracies equivalent to the second order "multicomponent" formulation.
However, it has several advantages over the multicomponent formulation used
by Schunk and Walker (1970b). There are two important advantages that we see
in Schunk's (1975) formulation.

The first important feature although not really a new one, is that the
equations can be handled directly numerically without having first to solve
for diffusion coefficients and other similar parameters. For example, in
Schunk's (1975) 13-moment formulation, transport properties of the gas are
described by first order equations, namely continuity, momentum, energy,
pressure tensor and heat flow. Thus the heat flow terms that appear in his
momentum collision term account for thermal diffusion effects, while the drift
velocity terms in the heat flow collision term account for thermoelectric and
diffusion-thermal effects. Thus instead of solving in terms of a thermal

diffusion coefficient one can solve the coupled system of equatious directly.
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A second feature of interest that stems from Schunk's (1975) system of
equations is that any given constituent is allowed to have its own temperature
and drift. This enables us for the first time to study in detail the effects
of a temperature gradient in one species on the heat flow, or thermal diffusion
of another species with a different temperature gradient.

At present we have not included all the features discussed above in the
present code, but have adopted the modified momentum equations of St. Maurice
and Schunk (1977) and energy equations of Schunk and Nagy (1978) as appropriate
for our current concepts of the quiet plasmasphere (Schunk and Watkins, 1979).

Application of this system to the midlatitude ionosphere and plasmasphere
permits several simplifying assumptions to be made which significantly reduce
the complexity of the equations.

We consider a plasma comprised of only two major ions, 0+ and H+ and
electrons in a neutral atmosphere of O, 02, NZ and H. We assume that species
temperature and flow velocity differences are small, a midlatitude condition.
Thus we can neglect stress and nonlinear acceleration terms, and use Burger's
(1969) linear collision terms (c.f., St. Maurice and Schunk (1977)). 1In addition
density and temperature gradients perpendicular to the geomagnetic field lines
are neglected, and we have assumed that ion and electron temperature distributions
are isotropic, so that we can ignore the stress tensor equation.

Even though many of the individual terms in our equations arise directly
from Schunk's 13-moment system of equations, we have arrived finally at a basic
formulation involving only six equations. These are: the photoelectron two
stream equation, the electron energy equation, the ion energy equation, St. Maurice
and Schunk's velocity solution of the ion and electron momentum equations, and
finally the continuity equations. We might add that at low to intermediate
altitudes, where it is appropriate, we have included ion neutral collitions with

the equations of St. Maurice and Schunk in order to solve for the individual

e




ion velocities separately. These basic equations of our plasma formulation
are given collectively in (1) - (6) in the section on Basic Equations.

The primary photoelectrons are treated via a two stream Liouville equation
(Banks and Nagy, 1970) which essentially follows their distribution through phase
space until they are thermalized. One hundred energy steps are used at each
spatial grid point separately for the upstreaming and downstreaming electron
populations. Such a detailed phase space treatment is necessary only for the
highly superthermal photoelectrons.

Currently neutral winds can be input numerically, or the code could be
modified to include an analytical fit to experimental or model wind values such

as those of Blum and Harris (1975). Provision has not vet been made for electric

field convection of tubes of flux. Despite significant advances over the last
decade, which were described earlier as well as in a number of reviews (Carpenter
and Park, 1973; Chappell, 1972; Banks, 1972; Banks et al., 197€¢), the plasma

ff coupling mechanisms between the ionosphere and magnetosphere have not been

| studied using a realistic formulation which simultaneously accounts for varia-

tions in all the major controlling variables.

Another major shortcoming in previous studies has been the use of ad hoc
boundary conditions, which generally arise when only part of a field line is
modeled. Roble (1975) and Stubbe (1970) formulated their coupled parabolic

+, NO+, 0+ and H+ in the F region and topside ionosphere, but

equations for 0,
H+ has been trea*ed as a minor ion in each of these cases, or the i density
£l is calculated by assuming chemical equilibrium with O+. Such formulations all
apply to altitudes below about 2000 km, and require artificially designated or
measured upper boundary conditions. x

Bauer (1968) and Massa (1974) attempted to extend this treatment for 0+ and

+ ‘ % " i
H along the entire flux tube but this leads to serious numerical problems,

which are discussed in the next section. We show in the next section that a
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satisfactory solution to the entire field tube problem can be achieved by
linking appropriate low and high altitude formulations with continuity conditions
on flux and density at about 1500 km.

The searching method has also been used in attempts to treat the entire
flux tube by a single method. In the searching method (Moffett and Murphy, 1973;
Mayr et al., 1965; Murphy and Moffett, 1978; Bailey et al., 1977; Richards, 1978)
the flux or velocity from the continuity equation is substituted into the
collision terms of the momentum equation. The resulting integro-differential
equation is then integrated numerically down from the equator where flux and
density boundary conditions are imposed. The equatorial boundary conditions are
readjusted and the integration performed repeatedly until low altitude chemical
boundary conditions are satisfied. The main disadvantages of this approach stem
from the fact that flux determinations from the continuity equation are inherently
inaccurate and unstable at low altitudes, and that the method does not produce
simultaneous solutions in both hemispheres. Therefore, convergency may be up to
an order of magnitude slower than that discussed in this paper.

The perturbation solution of Mayr et al. (1972) also treats the entire field
line as a single region. Mayr et al. integrate numerically but with only a ;
gradually increasing fraction of the collisional terms in the momentum equations,
along the entire field line. The drag terms are always evaluated in the n'th
approximation to obtain the n + lst approximation. This method also suffers
from low altitude problems for the same reasons mentioned in connection with
searching methods. It is apparent that both of these methods are basically
high altitude formulations and that neither should be used unless an accurate
lower boundary at, say, 1000 km can be supplied by some other type of calculation

or by measurement.

Multiple region formulations somewhat similar to our own have been used

by Park and Banks (1974) and Murubashi and Grebowski (1976), who treated the
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topside region above 3000 km as a reservoir. The former treatment lacked low
altitude diffusion (1974), however, and the latter ignored significant terms

in the diffusive equilibrium formulation at high altitudes (1976). We surmount
these limitations in our treatment by simulating the flow and density in an

entire flux tube spanning the midlatitude plasmasphere between magnetically
conjugate points in the F regions of the northern and southern ionospheres, as
shown in Figure 1. The solution encompasses several regions of differing dominant
physical processes, which in turn require different formulations and numerical
treatments. We use an optimal mathematical approach for each altitude regime,

and derive the appropriate and unique boundary conditions which link these regions.

In order to produce a geophysically meaningful and consistent simulation,
a number of parameters must be computed in the proper sequence as shown in Figure
2 which is an overall schematic of our simulation code. A line with an arrow in
the schematic indicates a parameter that is supplied by one program or group of
programs to another program or group of programs. Lines without arrowheads
indicate continuity equations. Figure 2 shows how the earth's rotating tilted
dipole, gravitational and magnetic field are calculated locally in the proper
sequence and neutral atmospheric parameters may be taken locally from a semi-
empirical model. We selected the MSIS model atmosphere by Hedin et al. (1977a,b)

because it reproduces the seasonal solar cyclic and diurnal variations of the

atmosphere as well as its response to geomagnetic disturbances.

: 2.3 Basic Equations

Photoelectron Liouville Equation
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where 0+(E,s)

photoelectron flux outward along s

¢ (E,s)

photoelectron flux inward along s

q(E,s) = photoelectron production rate in the range E to E + de

due to direct ionization processes.

+
q. = photoelectron production in the range E to E + de due to
cascading from higher energy photoelectrons undergoing
inelastic collisions.
<cos¢> = average cosine pitch angle
B = magnetic field strength
K e k e 2%k
T =In o} T, =
1 kK k Pe %e 2 i nkloa *Re % ]
and
th - .
0 = k~ species number demsity
Bl ™ photoelectron backscatter probability for elastic conditions
with the kth species.
cek = photoelectron total scattering cross section for elastic
conditions with the kth species.
cak = inelastic cross section for excitation of the kth particle species.

Thermal Electron Energy
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Electron Heat Flow

q, =~ )\eVTe (6)
Ion Electron Momentum
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Ion Continuity

N N ¢ .
d 1 1 - 1 1
M = -1 -V . (8)
dt lNz] 0 [Fz [¢2]

where
+, .+
Ne/N1/N2 = electron/0 /H density
Te/Tl/T2 = temperatures
Ue/UllU2 = average drift velocities
qe/qi = electron/ion heat flux
ZQé/ZLe = sum of electron heating/cooling rates

and we have used the thermal conductivity coefficients (ki, le), the diffusion
coefficients (Di) and terms in the diffusive force, which we symbolize by Qi'
from St. Maurice and Schunk (1977). The term £ in the denominator of (§) is

given by St. Maurice and Schunk as
LR TR TR R R : (9)

where the vj s vij" vi' and vj' are their "effective collision frequencies"

Also we may collect the diffusive force terms given by them in the form
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*
where the upper/lower sign applies to 0+/H+; aij’ o o} and a, are thermal
diffusion coefficients and Di is the ordinary ion diffusion coefficient of
species i, as in St. Maurice and Schunk. The matrix L in the continuity

equation contains all the chemical production and loss frequencies for both ions.
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2.4 Numerical Simulation

OQutline of Approach

Equations (3) to (7) form a system of 8 first order differential equations.
Equations (5) and (6) can be substituted into (4) and (3) respectively to form
two parabolic partial differential equations. Similarly equation (7) can be
substituted into (8) to yield 2 parabolic equations. Two boundary conditions
required for each pnarabolic equation and these are supplied at the end of the field
tube. The boundary altitude can be chosen to ensure that local equilibrium
conditions prevail. This approach has worked successfully for the solution of
the energy equations. In the case of the continuity equations, numerical
problems are encountered above some altitude which generally lies between 1000
and 3000 km depending on prevalent conditions. In this region the diffusive
force term, Qi’ given by (10) tends to zero while the diffusion coefficient,

Di becomes very large although the ion fluxes remain finite. The individual
terms of Qi do not become small at high altitudes. Therefore, Qi becomes the
small algebraic sum of several relatively larger terms. The fractional error
of Qi becomes large at high altitudes, and so does the fractional errors of
ion flux, which is a linear combination of Qi terms when calculated from the
momentum equations. The fact that Qi z 0 implies that diffusive equilibrium
prevails. We therefore use equation (10) to compute the 0+ and H+ densities
in the region where Qi 0.

We divide the plasma flux tube into three regions B, C, and B* shown in
Figure 1. In the low altitude regions B and B* collisions are important and
the full parabolic equations are used. These equations accurately reproduce
the plasma concentration and flow in this region. 1In region C, the plasma may
be termed collisionless and the diffusive equilibrium approximation is used.
This procedure is effectively equivalent to using the shodting method in region

C. The approach eliminates the low altitude problems which are peculiar to

the shooting method, as well as the high altitude probleme which limit the
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parabolic approach. The solutions for each region are coupled through a flux

preserving approach which is described in detail in subsequent sections.

Although the density profiles calculated in region C have the shape of
diffusive equilibrium profiles at any instant, they match the time variable
densities at boundaries 2 and 2* (see Figure 1). Therefore non zero fluxes
are required to inflate or deflate the field tube in this region. On the
basis of this fact we avoid the use of the term '"diffusive equilibrium" and
adopt the terminology 'dynamic equilibrium" instead.

If we consider regions B and B* as separate regions whose ion densities
are described by coupled parabolic second order equations, it is clear that one
boundary condition per variable is required at each of the respective upper
boundaries 2 and 2%, in order to obtain a unique mathematical solution. If
regions B and B* were adjacent it is clear that each would supply the boundary
for the other. With separated regions it is equally valid to choose two
independent equations per variable, each describing a relation between the
values of fluxes and densities at the boundaries 2 and 2*. We have chosen to
numerically integrate the equations of dynamic equilibrium (10), over region

C to provide one boundary relation per variable. This procedure provides the

density at boundary 2*, as well as the total flux tube contents as a function
4 of the density at boundary 2. We then integrate the continuity equations for
+

+ ; .
H and O over region C to obtain the second independent boundary relation

for each variable, this time relating the boundary fluxes at points 2 and 2%

to the time variation of the total flux tube content.
| As the continuity equations and diffusive equilibrium equations are
physically valid as well as independent, it is clear that the final solution

will be geophysically meaningful as well as mathematically unique.




Flow Chart Description

In Figure 2, the overall schematic of our simulation, each block represents
a routine or model providing necessary geophysical parameters or simulating
some aspect of plasma transport, i.e., routines were written to supply param-
eters related to the magnetic field geometry, the neutral atmosphere, ion
production rates, heat sources and so on.

As a first initialization step, the geophysical parameters defining the
problem such as UT date and time, L shell, magnetic longitude, and solar and
magnetic activity indices are input via terminal command, or equivalent batch
input. Then the geometry and fields routines calculate an appropriate spatial
grid along the specified field line of the earth's rotating tilted dipole, and
at each point compute the magnetic and gravitational fields and the solar
zenith angle. The grid is constant step size in a modified dipole coordinate
system which results in much smaller actual spatial steps at low altitudes
where scale heights are smaller. A variable step size flux preserving code is
used with the spatial steps to solve the density equations while a standard
equal step finite difference code is used with the modified dipole coordinates
to solve the temperature equations. Next, the initial profiles of ion density,
Ni’ ion temperature Ti and electron temperature Te’ are input from stored
data and interpolated if necessary to match the grid points for the problem
at hand. This is the last initialization step. The steps of the simulation
described hereunder must be repeated with each time step.

The first repeated step is to obtain the neutral temperature and densities
from the MSIS model at each spatial grid point for the particular time of the
step being simulated. The primary photo-electron production in 100 energy
intervals is calculated using neutral densities from !1SIS, solar fluxes or
Hinteregger (1978) and photoionization cross sections listed by Kirby Docken

t al. (1979). The degradation of the primary photoelectron spectrum is
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then computed using the 2-stream equations of Banks and Nagy (1970). The
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temperature and density profiles of the thermal ions and electrons are taken
from the previous time step except that initial profiles are used for the first |
time step. The 2-stream equations supply the thermal ion and electron heating
rates required by the thermal energy equations.

The thermal energy equations form a coupled parabolic system. Solution
of these equations by an iterative technique yields the ion and electron
temperatures at the end of each time step. The ion momentum and continuity
equations, enclosed within a larger dashed block in Figure 2, are solved
simultaneously by an iterative procedure and intereact as a unit with the other
elements of the code. Referring to Figure 2 we see that they require the
previously calculated ion and electron temperatures and produce, in their turn,
the ion cdensity, velocity and flux profiles used by the energy and 2-stream
equations of the next time step.

The Minimization Function of the Densitv Equations

A Newton iteration similar to that described by Hastings and Roble (1977)
is used to solve the finite difference equations. An important consideration
is the choice of the function F to be minimized. As will become evident from
the discussion that follows the most suitable choice for F is an integral form
of the coupled parabolic density equatibns. The integration is carried out
between limits located midway between grid points, e.g.. if the function at
the kth point is denoted by Fk, the integration is carried out between points

k~1/2 and k+1/2, i.e.,
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Between grid points in regions B or B* densities are interpolated linearly in

evaluating (12). This approach lends itself naturally to the use of integration

steps of arbitrary size with automatic conservation of total ion count. The

approach may be termed a "flux preserving method". It is the choice of this

approach which renders the linking of the second and first order equations a

simple procedure. The use of an integral form of the continuity equation there-
V fore simplifies the inclusion of region C in an iterative solution scheme.

Ir this case we integrate from boundary 2 to boundary 2%*, across the entire region

| C.

| o (2*)] [0 (2)
. o T SRR 1
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where the densities at the many grid points between boundaries 2 and 2* are no
longer interpolated, but rather calculated from the densities at point 2 via

numerical integration of physically realistic equations of ‘diffusive equilibrium.

This may be expressed in functional form as




N () = G (N (2), N,(2), K) (14)

at some point k of region C. The fluxes used in the continuity equation of
region C are calculated via the full momentum equations which are still valid
at the boundaries 2 and 2%*.

The Finite Difference Scheme

We use the following scheme to evaluate the time average of the parameter

f, and its spatial derivative %5 at a point midway between grid points k and

k+l during the time interval tQ to t£+l'

(1-ef) ef (1-9f)

)
E(S )=k £(S, t,) +—5m £(S, £) + =L £(S, £ )+ — £(S,, €)

K+, 1
(15)
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+ (1-ef) .

(16)

The parameter 6 provides the option to select the finite difference scheme, with
8 = 1/2 for Crank-Nicholson and 6 = 1 for Laasonen differencing for example.
Referring to Figure 3, we see that the computation of eq. (12), totally
within one of the regions B or B* is based upon the ion densities at three
adjacent grid points, each one of which receives an independent correction in
the iterative solution. A polynomial interpolation is used to interpolate the
densities between 3 consecutive grid points. The computation of equation (13)
on the other hand involves a number of dependent densities at intervening points
as well as the densities at points 2B, 2A and 2B*. The boundary fluxes ¢(2)
and 4(2*) are each calculated from the densities at the adjacent point pairs
(2B, 2A) and (2A*, 2B*), respectively. It is to be noticed however that the
ion densities at point 2A* are not independent, but computed via the equations
of diffusive equilibrium from the densities at point 2A. The integral terms

also involve dependent ion densities at all the grid points between 2A and 2B*.
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In summary, even though equation (13) involves all the grid points of

region C, only the densities at the points 2B, 2A and 2B* receive independent
corrections during the iterative solution procedure. In principal the entire
region C acts as a single '"heavy point", keyed to the density at 2A, in the
Newton Raphson solution of the density equations.

The use of an integrated continuity equations makes the adoption of a
variable step size practically automatic as mentioned above. Short steps
(3-4 km) must be used near the lower boundaries, while steps of several hundred
km may be used in the plasmasphere, and the entire region C serves as a single
long step in the middle.

The iterative solution to the temperature equations is obtained differently
than that for the continuity and momentum equations discussed above. When
the ion and electron heat flow equations (5) and (6) are substituted into the
ion and electron energy equations (3) and (4), the latter become parabolic
equations in the temperature. For these equations we have expressed the
spatial step in terms of the modified dipole coordinates which were used to
determine the grid points along the field line. In terms of the dipole

coordinates, the step size is actually a constant, and the equations of

temperature are expressed in the standard finite difference form and then

solved by a Newton iteration in which all the grid points of region C re'eive

¢

independent corrections. '

2.5 Control Options

In order to adapt the code to the simulation of a variety of geophysical
conditions, locations and analysis procedures it is desirable to be able to

adjust a number of model parameters and options with each run. The control

PO ———— 4

options of this code fall naturally into the three categories of geophvsical

activity, geometry, and numerical analysis as outlined in Table 1. The
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planetary index A , the 10.7 cm solar flux and the daily average 10.7 cm flux

serve to define the state of solar and geophysical activity. They are used |
internally to make appropriate adjustments in the MSIS neutral atmosphere

model (see Figure 2).

Referring again to Figure 1, the geometrical definition parameters include |
the L shell and magnetic longitude, which determine the location of the chosen
magnetic flux tube relative to the earth. The U.T. date and time and the
ephemeris transit, then precisely determine the rotation of the earth and flux
tube about the geographic axis. Finally with the declination, we fully
determine the position and orientation of the magnetic flux tube relative to
both the earth and the sun.

The first two numerical analysis parameters required are the boundary
altitudes Z(1) and Z(2), which define the regions to which we must apply our
high and low altitude formulations. The number of grid points and the point
distribution parameter suffice to determine the position of individual points
along the flux tube. They may be concentrated at low altitudes in a smoothly
varying fashion or spread out more evenly as desired. We have been able to
simulate an L=2 flux tube with only 250 points. A sequence of variable size f
time steps must also be defined for the simulation. With time and spatial
steps now completely defined the code internally calculates all of the ambient

parameters of the environment which are needed at each time and point of the

plasma simulation. Referring to Figure 2 we see that all the geometrical
and field quantities may be calculated, the neutral atmospheric densities and

temperature and the primary photoelectron production, with the input of the

above control parameters.




TABLE 1
Control Options and Parameters

Input Parameters

Geophysical Activity Qutput Parameters
Ap Various print options are available:
P 10.7 half or all of the profile print at
F 10.7 every nth grid point

Geometrical Definition Parameters

L Shell

Magnetic Longitude
UT Date

UT Time

Ephemeris transit

Declination

Numerical Analysis Parameters

Z(1) Boundary Altitude
Z(2) Boundary Altitude

Number of spatial grid points

Point distribution parameter
Sequence of time steps |
Implicit fraction in finite differencing
Time dependent simulation option

Steady state simulation option




The code may be run with Crank-Nicholson, implicit or any type of
intermediate finite differencing scheme under the control of the implicit

N,

£3

(e + Ae) + (1 ~ ef) Nj(t) and so on. Either fully time dependent or steady

state simulation may be selected via another parameter which artificially nulls

fraction parameter. Thus if ef is input, Nj would be approximated as 6

the explicit time derivative term in the ion continuity equation.

Finally, we have several output options. The basic outputs are the ion
densities and velocities and the ion and electron temperatures at the grid
points. Print options include printing half or all the profile at selected
grid points, e.g., every third point. Optional outputs include individual
terms in the ion continuity and momentum equations, which have proved very
useful in analyzing the causes of simulated ion flows and densities. These
printouts may be for any specified point count range or the entire field line.

2.6 Typical Results

We first discuss the tests we performed to demonstrate that the simulation
converges to a stable steady state solution. We then analyze the steady state
ion fluxes, and finally we present simulations of the collapse of the sunset
ionosphere. This work has been reported by Young et al. (1979a).

For the stability test, the rotation of the earth and the time evolution
of all locally computed parameters were frozen at UT 17:33 Aug 10, and furthermore
set artificially to N-5 symmetry about the magnetic equator of an L = 2 field
line at approximately 70 W longitude. Our temperature model for this test

featured 'I‘i = 4500°K, Te = 5500°K at the magnetic equator and T, = 'I'e = 500°K

i
at 120 km. To obtain a steady state solution the time derivative terms of

equations (12) and (13) were set equal to zero and the simulation allowed to

iterate to convergence.

e i i



Using the steady state solution as an initial condition we then allowed the

simulation to run in the time dependent mode, but with all the local ambient
parameters still frozen at UT 17:33. Using many 5 minute time steps we found

that the time dependent density profile simulation did not drift and displayed

The profiles also proved to be symmetric to better than one part in a million.
We feel that the results of these tests constitute a rigorous test of stability
and conservation of particles (Young et al., 1979a).

The steady state profiles show some interesting aspects of ion production
and flow which indicate that the code is reproducing expected geophysical

variations. The steady state flux profiles, denoted Oh in Figure 4, show

downflow of both 0+ and H+ below 500 km but counterstreaming above with 0+
! +
4 moving upwards and H+ downwards. The peak O downflux occurs very strongly

F; near the altitude of the 0+ density peak at about 250 km as shown in Figure 5.

This can be attributed to the fact that the chemical loss rate, due to reaction

of 0+ with N, and O, increases with decreasing altitude more rapidly than the

2 2

+
photoionization production rate as one approaches the O density peak from

above. The net result is that the 0+ ions are actually flowing into their

region of most rapid production (see Young et al., 1979a).
3
Above about 500 km, the calculated O flux is upward, as is typically seen
+
in daytime measurements (Evans and Holt, 1978) and the H is counterstreaming

downward. At altitudes above 550 km, the counterstreaming H+ and 0+ flux are

!

i virtually equal in magnitude except for a small residual difference caused by
é the small amount of photoproduction even at very high altitudes.
[ .

Photoproduction and reactions with molecular neutrals are very small above
oN
‘ 550 km. Under steady state conditions T 0 as well, so with symmetric

| P 3

%) conditions, ¢H+(S) + ¢0+(S) = 0 by conservation of charge. In a separate work

(Young et al., 1979b) have shown that quite simply, counterstreaming is required

| by the continuity equations. The particular direction of the counterstreaming
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being determined by the relative densities of neutral H and neutral O at
higher and lower altitudes. The counterstreaming of H+ and 0+ is a fundamental
result for steady state symmetric simulations with closed magnetic flux tube
models which do not allow any cross field movement of ions.

Under time dependent simulations the condition is weakened to an equivalent
statement about average fluxes (Young et al., 1979b).

<¢H+(S)> == <¢o+(3)> (17)

And in non symmetric time dependent cases the locally valid equation is further

weakened to a statement concerning flux at both ends of a bounded portion of
a field line (Young et al., 1979b).

(<t (D)> = <t 4(a)>) = = (<o 4(b)> - <¢4(2)>) (18)

where a and b are two separate points on the field line.
Although the counterstreaming of H+ and 0+ is a fundamental result applying

to any model of a closed plasmaspheric flux tube allowing field aligned transport

only, the effect has been widely overlooked in the literature because it is
masked for the most part by diurnal variations. Time averaging would be needed
to deconvolve the counterstreaming under realistic conditions. Notable exceptions

1., 1977) and measurements (Vickery, 1979) have encountered

in modeling (Bailey et

A e s . T

counterstreaming only during short periods of real or simulated time in twilight
conditions when the common diurnal component of ion flow was on the point of

. reversing itself. Careful measurement of the amount by which (17) and (18)
do not hold true would be a measure of the total amount of cross field ion
diffusion which will eventually be needed in a truly accu;ate model of the

t al., 1979b).

plasmasphere (Young
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We have also simulated an ionospheric collapse, as might occur at sunset.
For this purpose we allowed the electron heating rate and the photoproduction rate
to decay exponentially at each point with a time constant of 20 minutes. The
results are shown in Figure 5 as curves annotated with the time after the
initiation of collapse. Times of Oh, 1lh, 3h and 10h are shown for 0+. while
only Oh and 10h are shown, for clarity of display, in the case of H+.

The collapse of the topside 0+ density profile is the most profound sunset
effect, while the topside H+ density profile only appears to settle slightly.
Both effects however are due to the same cause: the reduction of the topside
ion and electron temperatures. In our temperature model, the egquatorial temp-~

eratures are both reduced to about 1100° after 10 hours from initial values

of Ti = 4500°K and Te = 5500°K used for the steady state. The concomitant
e
reduction in topside scale heights causes the O density which had a shorter

Fl scale height to begin with to decrease more rapidly.

It will be noticed that the reduction of densities is moderate at middle
altitudes and then again very pronounced near the lower boundary of ocur simu-

lation. Temperature effects have less influence at low altitudes. The more

E dramatic decrease there is to be expected however, because the chemical destruction

! rate is much greater than at the middle altitudes.

The counterstreaming reported for steady state conditions disappears, to

be replaced within about one hour by downstreaming of both ions everywhere.

Even after 10h however, there remains a residual pattern that looks as if the
steady state counterstreaming were superimposed upon a net downflux. It would
appear that the profiles are still in the process of adjusting to the reduced
temperatures. The reduced photoproduction can no longer support an upflux of

{ O+ at high altitudes in any case.
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The H+—0+ transition height is also lowered at night. Where it was 1150 km
under daytime steady state conditions it drops to only 650 km after 10h. The
lower transition height is a combined effect resulting from the reduction of
both the neutral and ion scale heights under the lower temperature post collapse
conditions. Note that the H+ density actually increases at around 800 km. The
basic features agree with Evans' and Holts' (1978) geophysical observations
and demonstrate clearly that the code is working properly.

Temperature Results

The model has also been used to simulate experimental data from the S3-3
satellite, for orbit number 1035 (Rich et al., 1978). A comparison between
the theoretical electron temperature and measurements is shown in Figure 6.

The most significant feature of the comparison is the good agreement between
the theoretical and experimental electron temperature gradients. Previous
measurements have indicated the existence of large temperature gradients in the
magnetosphere (Brace, 1970; Serbu and Maier, 1966). Such large gradients are
inconsistent with the classical thermal conductivity of Spitzer, which has been
used in our model, and which produces small gradients at high altitudes. Mayr

and Volland (1968) have shown that outside the plasmapause where densities are

very small, the thermal heat flow is greatly reduced. On the other hand, Mayr

B et al. (1973) showed that within the plasmasphere the thermal conductivity is
| only slightly changed from the classical theory. We have chosen to use the
| Spitzer form of the thermal conductivity until further theoretical work produces
a different result.
Although the theoretical temperatures in Figure 6 are within the error
J bounds of the $3-3 results, such high temperatures were only obtained by including
an extra heat source in the protonosphere. For, even under the assumption that

all photoelectrons leaving the ionosphere lose their heat'in the protonosphere,
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the plasmaspheric electron temperature was 400°K lower than the data. The
need to include an extra heat source may be due to the calculated photoelectron

fluxes being too small. Comparison of theoretical and measured photoelectron

e

fluxes seem to indicate that the theoretical fluxes may be too low by a factor
of 2. However, the question is not yet resolved, and there is still a possi-

bility that an extra heat source, such as wave-particle interactions may need

to be included.

A further indication that the classical theory is adequate, is that the
model not only reproduces high altitude temperatures, but low altitude temp-
eratures compare favorably with typical measurements. This can bee seen in
Figure 7 where the low altitude theoretical temperatures are plotted alongside
1964 Millstone Hill data (Evans, 1967). Although the theoretical temperatures
are slighly higher than the experimental temperatures, they fall well within
the day to day range of variability indicated by the daté.

The time-dependent capabilities of the program are illustrated in Figure ;
8. Starting with the conditions indicated by Figure 6, the heating rate was
reduced to simulate the decay of electron temperature at night. During the

day, temperature changes are small, but during the night the temperature decays

very rapidly at low altitudes and less rapidly at high altitudes where heat

conduction is important and local heat loss is small.

It can be seen from Figure 8, that although Te > Ti during the day, at
night Ti > Te after less than an hour, because electrons lose heat by conduction
faster than ions. (The curves in Figure 8 represent hourly intervals). Figure
8 also shows that the rate of decay of electron temperature decreases with time
as would be expected because of the high temperature dependence of the thermal
conductivity. The temperature results shown here are similar to those obtained
by Richards and Cole (1979) using the searching procedure: However, the above

results are more accurate because the solution of the equations is simultaneous,
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and because the whole field line has been simulated rather than assuming zero

heat flux at the equatorial plane.

Comparison of Model with AE Data

Figure 9 gives a comparison between AE 0+ density data and that calculated
from the model. The data were taken from orbit 2758 of the AE-C satellite,
near 12.77 hrs UT.

Agreement in the altitude range 200-400 km is good but above 400 km
agreement is very poor. Comparison between satellite data and the model is
complicated by the latitudinal variation of the data. During this pass the
high altitude data was taken near L = 3.5 while the low altitude data was
taken near L = 1.5. The differences between data and theory could be due to
latitudinal gradients of density.

The electron and ion temperatures are compared in Figure 10. The agreement
in this case is much better than for the density. The disagreement between the
measured and theoretical ion temperatures below 450 km indicates that the MSIS

model neutral temperature may be too low for this particular day.




2.7 Future Improvements to the Simulation

Our simulated density profiles show that our approximation of dynamic
equilibrium is satisfactory for H+ and 0+ above the altitude where H+ becomes
the only major ion. Nevertheless there is an almost imperceptible discontinuity
in the density gradients at boundaries 2 and 2*, so we intend to include ion-ion
collisions at the very high altitudes at a later date. Two possible ways to do
this present themselves. One is to formulate 0+ density as a parabolic equation

at all altitudes (regions B, C and B*), but retain first order momentum and

o+ . -
continuity equations for H at high altitudes (region C). Another way is to

R ey

upgrade the dynamic equilibrium solutions iteratively by calculating each Vi
from the continuity equation integrated between boundary 2 and 2*, and then
! substitute it into the collision terms of the full momentum equation
:
i ps) §u@ f° i,.N, - Ty "éi‘} (19)
Fl v (s) = N—l‘(ﬁ{ B(2) +§2 Py = Li3h; 7 ac” BES)
: 1 Vix
Qiz--ﬁ.—[(vi-\’j)""\?’;vi] (20)

1

The velocity Vi in equation (21) would be calculated from the previous iteration.

——— T N
RIS M .

Note that Qi will now be equal to some small correction number, rather than

L

e

identically equal to zero, as used in the dynamic equilibrium approximation.

The code will be used to study a number of geophysical problems including

diurnal variations under a number of geophysical conditions, effects of inter-
hemispheric flows, magnetospheric substorms and seasonal and solar cyclic varija-
tions upon profiles, flux tube content and filling processes. Future simu-

| - lations will be compared extensively with satellite and ground based measurements.

The electron and ion energy equations will be simulated simultaneously as well.
Future runs should therefore shed considerable light upon diurnal variations,

plasmaspheric heat sources, ion fluxes and the maintenance of the nighttime

ionosphere.

A




2.8 Conclusions

We have achieved the most comprehensive simulation to date of field aligned
plasma transport in the plasmasphere. The plasma simulation itself incorporates
the best aspects of two older methods in a unified mathematical model and uses
accurate geophysical parameters to produce an accurate and meaningful solution
to the geophysical plasma problem.

We have shown that we can link the solutions for an entire flux tube
connecting the ionosphere and protonosphere even though it passes through several
regions that require different sets of differential equations to approximate
conditions in different regimes. We have derived the continuity relations
across the boundary regions between different approximations, necessary for ;
this type of approach, which must replace artificially specified boundary
conditions used in previous work. We have shown that a high altitude counter-

s G L e
streaming of H and 0O must and does result under steady state conditions.
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Figure 1.

Figure 2

Figure Captions
Regions and Boundaries.
A, A* Regions of local chemistry

B, B* Ion diffusion regions where parabolic density

equations can be formulated
(51 Dynamic equilibrium region

1, 1%, 2, 2* Boundaries between adjacent regions:at 1 and 1%
densities are continuous,while at 2 and 2* both

density and flux are continuous

Overall Schematic.

The symbols on the diagram are

Te = electron temperature
Ti = ion temperature

Tn = neutral temperature
Ni = ion density

Nn = neutral density

Qe = electron flux

¢i = jon flux

Ion Con = Ion continuity equations
Ion Mom = Ion momentum equations
The high altitude regime is denoted "Dynamic Equilibrium" while

the low attitude regime is denoted parabolic EQ.




Figure 3.

Figure 4.

Figure 5.

Schematic of spatial grid.

It is to be noticed the boundaries 2 and 2* are each straddled by the

pairs of points (2A, 2B) and (2A%*, 2B*) respectively, from which the
boundary fluxes are calculated. The boundaries 1 and 1* on the other
hand fall exactly upon the first and last point. The densities at
these points are calculated via local photochemical equilibrium.

Both densities at each of 3 points are needed to calculate each finite
difference equation used in the Newton Raphson Iterative solution.

The three points are adjacent for equation 12 but not for equation 13.
The three points needed to calculate equation 13 are 2B, 2A and 2B*.
Simulated Ion Fluxes.

Both H+ and O+ fluxes are shown, Oh denoting steady state collisions,
and 10h the ion fluxes 10h after a simulated ionospheric collapse.

For steady state conditions, denoted Oh in the figure, the H+ flux is
downward everywhere while the 0+ flux is divided into a downward
regime below 500 km and an upward regime above. It is apparent that
above about 600 km, where 0+ + H H+ + 0 are the only chemical
reactions the two fluxes are virtually equal and opposite. Another
striking feature, comparing with Figure 4 is that the maximum 0+ flux
occurs right at the maximum in the 0+ density profile.

Ten hours after the collapse, de.oted 10h, both fluxes are everywhere éi

downward. The 0+ downflux is higher than previously at high altitudes, i
but lower below 350 km because of a decrease in ion density.
Simulated Ion Densities.

e "
For H , curves for steady state conditious and ten hours after the

+
collapse denoted Oh and 10h respectively, are shown. For O the curves

denoted Oh, lh, 3h and 10h denote steady state and then one, three and

ten hours after the simulated ionospheric collapse.




Figure 6.

Figure 7.

Figure 8.

Figure 9.

Figure 10.

The results of a theoretical simulation of the S3-3 satellite measure-
ments for orbit #1035. The theoretical results have been obtained
through a steady state solution of the energy equations. An extra
heat source was needed to obtain comparable temperatures.
Comparison of theoretical results with the data of Evans (1967) at
low altitudes. The lower temperatures of the data indicates that the
plasmaspheric temperature was lower in 1964 than that measured by
S$3-3 in 1976.

Ion and eiectron temperature decay, starting with the conditions of
Figure 1 and switching off the heating source. The curves are given
at hourly intervals.
Comparison between model and AE-C O+ densities for AE~C orbit number
2758.

Comparison between model and AE-C ion and electron temperatures for

AE-C orbit number 2758.
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3.0 APPENDICES
3.1 SUMMARY OF CONTRACT OBJECTIVES
This study falls under the general category of '"Plasma exchange between

the ionosphere and magnetosphere'". We have contracted to carry out the following

work.

a) Solve general transport equations for the F region and topside iono-

sphere. Solutions will subsequently be compared with those derived from con-
ventional measurements including results from plasma measurements made by Injun
V, ISIS-I and AF S3-2 and S3-3 satellites. The sensitivity of these solutions
to varying geophysical conditions will be assessed by appropriate variation of
parameters and where practical analytical expressions will be derived for
parameters including drift velocity, and thermal diffusion in a multicomponent

plasma.

: + o+
b) Compare solution of the transport equations for O , H and electrons

with data obtained from the Arecibo Observatory sounder. These computations

will be made for days when a full diurnal cycle of operation at Arecibo and

simultaneous neutral densities from Atmosphere Explorer satellites are avail-

able.

c) Extend studies to include effects of thermal diffusion and thermo-

electric effects. Electron and ion temperature will be computed along magnetic

field lines extending into the conjugate region, and the results applied to
study of downward flux of plasma in nighttime F region, filling of depleted
field tubes after magnetic storms, and the discrepancy noted by Massa between
calculated and observed ll+ densities for Millstone Hill incoherent scatter
facility. The low altitude effect of neutral winds on these processes will

be studied.

3 d) Give examples of the computer codes employed in the work described

in paragraphs 2.0 a, b, and ¢ of this report.




3.2 CUMMULATIVE CHRONOLOGICAL NARRATIVE

During the first quarter, Drs. J. P. St. Maurice and R. W. Schunk derived

a set of two ion diffusion and heal flow equations for application to the

midlatitude topside ionosphere. In this approach the velocity distributions

are expanded about the drift velocity of each component. Several new transport

effects not evidenct in the classical Chapman-Ensog formulation were discovered

i as a result of this new approach.

During the second quarter the diffusion and thermal conduction equations

# Computer routines were developed for the inversion of both stepped band matrixes
and general sparse matrixes. The stepped band matrix inverter is used in the
current code. It was decided that chemical rate coefficients for reactions of

b O+ with neutrals should be determined from AE satellite measurements rather

3 than lab data, because the conditions in the laboratory do not accurately

represent the vibrational and speed distributions in the ionosphere.

: In the third quarter, a numerical predictor corrector method was proposed

and derived to replace the Newton iteration technique. This technique was not

exploited in subsequent quarters, but could still prove valuable in future work.

In the fourth quarter, a number of programming and geophysical errors

, were eliminated from the code.

During the fifth quarter, the ion diffusion equations of St. Maurice
and Schunk were reformulated slightly to include ion-neutral collisions.

This allowed their substitution in the continuity equations which then

became parabolic density equations. An innovative step was also taken by
formally integrating these equations before applying finite differencing
approximations. This technique automatically allowed the use of a variable

spatial step size, and greatly facilitated the solution of the interhemispheric

coupling problem.




Additional numerical problems were overcome during the sixth quarter.
It was found that the determinant which arises in the solution of the simul-
taneous diffusion equations for O+ and H+ is the small difference of several
large terms which nearly cancel each other. When two of the terms were
cancelled analytically and the order of addition of the remaining terms
optimized, the numerical accuracy and stability were greatly improved.

During the seventh quarter, the heat conduction and energy code became
operational.

A photoelectron 2-stream program of Nagy and Banks (1970) was adopted
to field line coordinates so that it could be extended beyond its original
limited altitude range. This provided electron heating rates. Also the
parabolic temperature equations were written as a variable step length function
of dipole coordinates which greatly facilitated the treatment of the great
distances involved in an entire field line. Upon comparison of our simulated
results with the satellite measurements of Rich et al. (1978), it was found

necessary to postulate an additional heat source to bring the simulated

plasmaspheric temperatures up to those of the measurements. This remains a
puzzle on lower L shells, but we are currently convinced that the results

are satisfactory for L = 3 and compare well with observations from Millstone

Hilkl.

During the eighth reporting period some remaining problems with high
altitude convergence were solved by assuming a two ended diffusive equilibrium
profile above about 1500 km. The derivation of proper boundary relations
between 2 low altitude regions of parabolic equations and the high altitude
region of diffusive equilibrium profiles is a crucial step which allowed the
Newton iteration to work properly and simulate the density and momentum
equations for an entire field line. Dr. Young presented two talks as follows

on our new method and preliminary results,
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(1) "Interhemispheric coupling of hydrogen and oxygen ions in the plasmasphere',

.
'
i
:
l

Talk at the 1978 Fall Convention of the American Geophysical Union, 4 Dec.
1978, San Francisco.

(2) "Method and preliminary results of a simulation of a coupled ionosphere
and plasmasphere', Geophysics Seminar, University of Washington, 8 Dec.

1978, Seattle, WA.

During the 9th reporting period additional geophysical simulations were
performed. A journal article was submitted to Journal of Computational Physics
detailing our innovative numerical methods of solving the continuity and momentum
equations and analyzing fluxes and density profiles both in the steady state
and under conditions simulating the post-sunset collapse of the ionosphere.

During the tenth and final reporting period the continuity, momentum,
temperature and heat flow and photoelectron two-stream codes were finally
working in combined form on the CRAY-1l. With this combined code, which is
described in the report on scientific work section of this report, we have
simulated up to 10h of geophysical time. A paper is being prepared for
J. Geophysical Research, but we are currently stalled because we have run

out of time on the CRAY-1. CRAY-1 time is the only thing we need to finish

the JGR paper.




3.3 LIST OF PERSONNEL CONNECTED WITH THIS CONTRACT

Name Responsibility Rank

Br. B. €. torr Principal Investigator Associate Research
Scientist

Dr. J. P. St. Maurice Co-Investigator Post-doctoral Scholar

Dr. E. R. Young Primary Researcher Post-doctoral Scholar

Dr. P. G. Richards Researcher Post-doctoral Scholar

J. H. Waite Researcher Graduate Student
Candidate

R. Gordon Programming Professional
Programmer

S. Hsiung Programming Professional
Programmer

Y. Huang Programming Graduate Student
Assistant

i

1)
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+D=PLIB,DN=RSMN,OL

momm (arenesseslRIMNY ¢ o

~== (Ceeee THIS MAIN PRUGRAM READS INITIAL CONDITIONS AND SETS UP THE

~== (eeee CCURDINATE SYSTEM ANO NEJTRAL ATMOSPHERE »oNOTE S(4500) FOR D300

- - ————————— - - — -~ - - == = - ——— e ———— e e W .-

S=ARRAY USED IN THE MATRIX SOLVER : D,T=ARRAYS FOR TRANSFERRING
NEUTRAL DENSITIES FROM SUBR AMBS TO MAIN ¢ FYQON=A STORAGE ARRAY
FOR JOUN PRODUCTIDN, USED TO PREVENT ZERD ION DENSITY AT NIGHT
PROD= ARRAY FOR TRANSFERRING DATA BETWEEN SUER PEPR AND MAIN
N=10ON DENSITY 2 TI=10ON AND ELECTRON TEMPS :F=APRAY STORING FIJ'S
DNDT=DN/DT FOR PREDICTION OF NEXT ODENSITY ¢ U=VELOCITY STORAGE
BL=VARIABLF COOROINATE FACTIR ¢ BM=MAGNETIC FIELD STRENGTH ¢
GR=GRAVITY 2 R=GEOCENTRIC =ADIUS TOQ GRID PT : SL=ARC LENGTH
JTEMS InN CCMMOCN/ND/ ARE NEUTRAL DENSITIES AND TEMP 3 PHIDN=ION
PRODUCTION RATE ¢ Z=ALT ; JMAX=MAX NyUMBER OF GRID PTS § JMAX1=
JMAX-1 sNSAVE TISAV=STORAGE ARRAYS FOK PREVIOUS DENSITY/TEMP
FY=1I0ON FLUX STORE ;3 UN=NEUTRAL WIND VELOCITY § EHT=ELECTRON
HEATING RATE & JLL AND JUL ARE LOW AND UP LIMITS FOR PRINTING

IMPLICIT REAL(N)
REAL Z,DToOHyTHF EPSyDyTo2ZZJySEC,GLAT,GL,CH]+AP,DEC,ETRAN
1 +BLONsF107+,F107A MG TF,FYDON,SZA(300)
INTEGER NION,NEQ
DIMENSIDN S(6500),0(7),T(2),GL(300),FD(9),FYUN(300),PRTD(3,300)
DIMENSION N(4+320),T1(3,3900),F(2),GLAT(300),PSEC(300),DONDT(2,300)
COMMON/VN/U(2,300),86(300),BM(300),GR(2,300),R(2,300),5L(300)
COMMUN/ND /GN (300 ) »HN(30C) +N2N(300),C2N(330),PHICN(30C),TN(300)
CCMMON/ALT/Z(300) o JMAX y JMAXY DT DHy THF y ITERVEPS NIONTF,1TF
COMMUN/SAV/NSAVE(2,300) ,TISAV(3,300),FY(2,300),UN(300),EHT(300)
COMMUN/LPS/EPSN,OC,IMCDWI11,12,1PRIN,IPHX,IPP,]SKP
COMMON/FON/JEGN,JLL(5) ,4UL(5)

- ———————— - - e o . .-

ZUBpY=BDY ALT FOR DYN EGC 33 (TF,ITF)=(1,1) FOR NORMAL RUN
(3,3)FOR STEADY STATE 2 ISW IS SWITCH FOR SYMMETRIC AMBIENTS
TMAX= MAX STMULATIUN TIME (MINS) : OT=TIME STEP(SECS) : JPRINT
=SWITCH FOR PRINTING AMBIENTS AND FIELD DATA ¢ VO=ECUATORIAL
VELOCITY FOR EXB DRIFT & UV=NEUTRAL WINO AMPLITUDE : ZPR=MAX
ALT FOR ION PROD ¢ JEM=MAX NO GF ENERGY STEPS IN 2-STREAM :
RE=RADIUS OF EARTH : AMU=ATOMIC MASS : BK=BCLTZMANN 3EPSN,DC
ARE USED IN MDOIFIED STEEPEST DESCENT IN LPS 2 (I1,12)=(1,2)
FOR NORMAL DPERATIOUN ,(1,1) FOk TEMP SLTNS ONLY (2,2) FOR DENSITY
SLTHNS ONLY ¢ IPRIN=PRINT SWITCH IN LPS: IPHMX=MAX NO GF PTS
PRINTED : IPP=# INTERVAL EETWEEN PTS ¢ TAF=IMPLICIT-EXPLICIT
FRACTION ¢ EPS=CONVERGENCE FRACTION : NIUN=F OF IONS ¢ SL(1)
=ARC LENGTH ¢ IDAY=YEAR+DAY : SEC=UT ¢ BLCN=MAGNETIC LONGITUDE
F10TA,F107,AP ARE SOLAR ¢ MAGNETIC ACTIVITY INDICES ¢ DEC=SCLAR
DECULINATION ¢ ETRAN=EPAEMERIS TRANSIT

- - — - —— . — ——————— — ——— - = - e e e -

DATA 2UBDY,TF,ITF,ISW,1TAU, TMAX 4, OT LILPS,JPRINT,IM4GD
> / 3000% 3¢ 3 9 3 (] 0 ] -1 ' 300 ’ 1 ’ 22 v 17/
OATA VO , UV » IPR ,JEM, RE , AMU ’ BK
> /0 0 o+ 900 4 €04637091.6726E5-24,1.3807E-16/
DATA EPSNyDCoyJSPCyI14I2,IPRIN,IPHMXIPP,THF,cPSyNION,SL(1)
> / .8 poSv 2 ’ 1. 29 1 ’ 299' 1 ’ 1 '1E'3'2 [ O /
OATA 10A4Y, SEC yBLONWF107A,F107,AP,DEC,ETRAN,ISKP,IDNDT
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i > / 14224, 38800,-40 , 725 , 71 , 5, 18,42822, 300, 0/

-— DATA JUL/22,0,0,0,0/,4LL/0,0,0,0,0/

=~= (++++ [NPUT DATA FROM FILE (1):2 PCD=LSHELL ; ZC=LOWER BODY ALT ;3

-=-=~ (++++ SCAL=SCALING FACTOR FOR COORDINATE SYSTEHM

- IF(IMOC.EQ.O) READ(Ll) JMAX,PC0,20,SCAL,1A1,A2,A3,A4,A5,A+AT7,A8B

- e > s LUNET3d)0d=1 3 UMAX) 3 1=1402) o ((TI(I,J)9J=1,JMAX),1=1,3),
- > ((DNOY(I.J).J=1.JHAX).1=1.2)

- IF(IMUGDLEC.1) READ()) JMAX,PCG,20,SCaAL ,JCAY,SEC,ETRAN,F107
= > +F107A,AP,BLON,DEC

- > e LINCL 3 J) 0= 3 JMAX) 3 1=21,42) o (UTICT,J),J=10JMAX),1=1,2),
- > (lDNDY(l.J).J=1.JHAX).1=).2)

=% Sl JMAX1=JMAX~-1

= NEQ=23JUMAX-4

=i/ J2MAX =22 JMAX-1

-—- TEQCM1=JMAX/2

=y IF(JPRINTGCTJMAX) JPRINT=JMAX

= s WRITE(6,114)

-~= 116 FORMAT(/8X,y*]DAYD,6X,2MCL®y6X,2SCAL®,6X,220%,6X,22UBDY®*,6X,
R - > °DE(°'6XI¢ETRAN’OSXw°BLUN°06x.’TMAX°QbX.’FlO?‘)

-—~- WRITE(6,103) IDAY,PCU,SCAL,ZO,2UBDY ,DEC,ETRAN,BLON,TMAX,F107
ale WRITE(6,115)

== 115 FORMAT(/9Xy&JEM®,TX ,3AP%,TX 87PRE®,7TX,2UV3,7X,2V02,7X,2F107A%)
-—~- wRITE(6,103) JEM,AP,IPR,UV,VO,F107A,SAT ,N(2,150),TI(3,150)
-~= (*s«TIME STEP : END NEAR LINE 195

== oC 221 JTI=1,100

——— WRITE(E,117)

--- 117 FURMAT (/99X 2ITAU®,TX,2DT2, X, 30T 12, 7X,2UT2,7X,®52A2,7X,

e e > ‘SZAC°'7X0°SAT°)

C i WRITE(6,103) ITAU,OT 0OT1+SEC,SZA(JCHI) 4SZALJCHIC) ,SAT

L WRITE(2) JMax,PC0,Z0,SCAL,1DAY,SECL,ETRAN,F107,F107A,AP,BLON
S 1 JOEC,((NCT,J),J=14JIMAK) s 1=1,2)((TI(IsJ)sJd=14JMAX),1=1,3),
= 2 ((DNDTUIsd)ed=19JMLX)y1=1,2)

-——- REWIND 2

- IF(ITAU-DT.GT.60¢TMAX) STGP

=== Ceees IF NU EXB ORIFT(VO=0) DON'T RECALCULATE FIELD PARAMATERS.see
== 1v0=0

SN IF(VO.EQ.0) 1VvO0=0

s JF(JTI.EQ.1) IVO=1

i IF(IVO.EQ.0) O TO 1000

= RPTS=(JMAX+1)/2-1

—e DH=1/RPTS

-~= Ceee THIS LOOP DETERMINES FIELO PARAMETERS AT BCTH FULL AND HALF
~~= (Ceee PUINTS CON ODD/EVEN IJ 3 AND FOR BOTH HEMISPHERES

i DD 950 1J=1,J2MAX

— CALL FIELOD(1J4J2MAX,PCOWREZ204SCALyXsFD)

— J=(1J+1)/2

e JU=JMAX+1-J

— IF(IJ.EQe1l) SREF=FD(B)2l.E5

S IF((1J/2)#2.EQ.1J) GO TO 975

i Z(J)=FDI(1)

s IF(Z(J).LT.ZUBDY) JB=J

e IF(Z(J).LT.400) JCHI=Y

- GLIJ)=FD(4)
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--- 975

--- 950
--= 1000

—=-= (++++++ CALL CMINDR T3 GeT N(NU+) AND N(UO2+) 35 CALL AMBS TO GET NEUTRALS

--- 17
R C.-.
Sk o c...

et (--o

y

06/217/7

St 70 rert SRR

BM(J)=FD(6)
BG(J)=FD(T)
UN(J)=UV=FD(3)
GR(2,J)==F0D(5)
R(2,J)=(RE+FD(1))2]1,ES
IF(J.NEL) SL(J)=SREF-FD(8)°1.E5
IF(GL(J).EQ.0) GO TO 1000
GLIJU)==CL (J)
Z2(JU)=¢(J)
sM(JU)=BM(J)
BG(JU)=BG(J)
UN(JU)==-UN(J)
GR(2,JU)=-GR(2,J)
R(2,JU)=R(2,J)
SLIJU)=SREF+FD(6)*1,.ES
GO Tg 950
CONTINVE
GR(1,J+1)=-FD(5)
R(14J)=(RE+FD(1))*1.ES
GR(1,J4)==-CGR(1,J+1)
R(1,JU-1)=R(1,J)
CONTINUE
CONTINUE

DO 17 I=1,JMAX
IF(JTI.EQ.1) Ul1,1)=)
IF(JTI.EQ.1) U(2,1)=D
IF(JTI.EQ.1) FY(1,1)=0.
IF(JTI.EQ.1) FY(2,1)=0.

IF(IONDT+JTI.EQ.1) DNDT(1,1)=0.,0
IF(IDNDT+JTI.EQ.1) DNDT(2,1)=D.0
CALL CMINGR(I N,TI,ENGP,ENDO2P)

N(3,1)=ENOP+END2P
Zeg=2(1}
GLTM=6GL(I)
CALL AMBS(1,IDAY,SEC4Z2J4GLTM,DEC,ETRAN,F107,F107A,AP,BLUN
> 9D o ToCHIHIY,IDY,SAT,ID0,GLATOD)
ON(I)=D(2)
HN(I)Y=0(7)
N2N(1)=D(3)
02N(11=0.5%D(4)
TN(ID)=T(2)
SZA(1)=CHI
GLAT(1)=GLATD
PHION(])=0.0
EAT(I)=0.0
CONTINUE
JCHIC=CUNJUGATE DF JCHI § THE NEXT FEW LINES SETS THE NEW
TIME STEP ACCORDING TO THE DIFFICULTY OF THE PREVIOUS SOLTN
AND THE SOLAR ZENITH ANGLE IN BDTH HEMISPHERES
JCHIC=JMAX+1-J(CHI
TF(ITER.LE.7) DT1=+300
IF(ITER.GT.7) DT1=~300
TF((SZA(JCHI) eGTolet) eANDS(SZA(JCHI) oL T243)) DT1=-300
TF((SZA(ICHIC) eGTe1e6) AND.(SZA(JCHIC) JLT.2.3)) DT1=-300
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&y === DT=0T+DT1

&6 === 1F(DT.GT.1800) DT=1800

67 -~~ IF(DT.LT.300) DT=300

68 === IF(JT]I.LE.9) DOT=300

693 —-= Ceee IF THE SUN ISN'T SHINING IN EJTHER HEMISPHERE DON'T CALC PROD
70 -=~- TF((SZA(JCHI) eGTe1e57) cANDJ(SZA(JCHIC) «GT.1.57)) GO Tp 23
7] === (... PEPR=PRIMARY PE PROD PRDG; PFE2S=2-STREAM PROG TO GET ELEC

72 --= (Ceee HEATING RATE; NOTE THAT FYCON IS USED TO PREVENT PHIUN FRCM

73 == (Ceee GOING TU ZERD:;s PKRIMARY SPECT STORE TEMPOKARILY ON DCB B8

Ty === REWIND B8

q5 === CALL PEPR(Z+ONJN2N,G2NySZAZTNGZPR,JMAY,0,PRCD,JEM)

76 ——= REWIND 8

Tt == CALL PE2S(ZsONWN2N,O2NBMBGC,JMAX ,DH N, TI1,EHT,PSEC)

78 --- (#2808 PRUD(1,]1=1-3) = 45,20,2P IDON STATES OF O+ ; 0O4DL=LOSS OF C+(2D)
79 === (C*3s3 TO 0+(4S) ANC UNZP_=LDSS OF U+(2D) TO N2+. THE RATIO IS USED TC
80 --- (2s3s CALC FRACTIDON OF C+(2D) ENDING UP AS C+(4S) ¢ SEE TORR+TORR KEV
81 =--= (2*2&2 GEOPHYS AUG 1978 P330

82 --- 00 <0 1=1,JMAX

g3 == TF(JTI.EQel) FYUN(I)=.001°PROD(L,1)

54 —-=-= 04DL=2.0E=-1100N(]1)+7.8FE-B=SQRT(300/TI(3,1))=N(1,1)+4.0E-11
85 === > EN2N(T)

8o =~ ON2PL=1.0E-10¢N2N (1)

8F —~ OMETAS=PROD(2+1)+PROD(3,1)

88 --- PHION(T)=PROD(] 41 )+OMETAS®*040CL/(C4DL+UNPL)+FYON(I)+PSEC(I)
L e e CONTINUE

6g —--=- 23 CONTINUE

Gl === (Ceeeoee GFENERATE SYMMETRI(C AMBIENTS IF DESIRED eccesecsese

Fe == IF(ISw.LT.3) GD TO 25

Gy === D0 2¢ 1=1,1EQM1

9q =-=- JUzJMAX+]1-1

S = ON(JU)=0ONL(T)

G --- NZ2N(JU) =N2Z2N (1)

9l === O02N(JU) =D2N(T)

PR - HN(JU)=HN(T)

99 === TN(JU)=TN(T)

00 =--- PHION(JU)=PAICGN(I)

Gy === EHT(JU) =EHT(])

Qg <=~ DO 13 J=1,2

03 === N(JvJU)"N(Jvl)

06 --=- 13 Ti(gedU)=TI(J,])

G5 ——= 26 CONTINUE

0y === 25 CONTINUE

i == IF(ILPS NE.O) CALL LOOPSUS NEQwNyT1,ITAU,JBySEC,DNDT)

N8 === Ceeee PRINTING DF AMBIENT PARAMATERS ¢eecccceccccccccce

09 === IF((JPRINT.EQ.C).OR.(ITF.NE.3)) GD TO 119

R e 00 106 J=1,JPRINT,1

11 --=- C...TEMPORARY CALC OF MINOR IONS

1g === CALL CMINOR(J,N,TILENOP,ENOZP)

13 === IF((J/730)#30.EQ.J) WRITE(6,112)

14 --- IF(J.EQe1) WRITE(6,112)

15 === IFCLD/7JSPC)=JSPC.NELJ) GD TD 196

16 --- 112 FORMAT(/2Xy2J2,6X,*ALT2,5X,36L%,5X #BM%*,5X,2SZA%,5X,2GR®,4X
L. === > '°TN°.5X.°N(D)°.6X.°N(H)°.6X.°N(N2)*.6X.°N(02)°.6X.°PRDD°
18 === > 16X o *HEAT® ,6X 4 *BG%=,4X ,*GLAT =)

59 === WRITF(6,3111) JoZ(J)yGLIJYBMEJ),SLALJ) ,GR(1,J),TN{J},ON(J)
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20 =~ > JHN(J) yN2N(J) ,02N(J)sPHION(J) yEHT(J),ENOP,END2P

2} --=- 106 CUNTINUE

22 === 119 CONTINJE

73 === (Ceee IF PREVIOUS TIME STEP IS SUCCESSFUL ADVANCE T]Mt

24 === 1F(1TF.EQ.4) GO TOD 23

25 === 1F(ITF.EQ.1) SEC=SEC+THF=0T

26 -=-- 1TAU=1TAU+DT

21 ~—= 1IF((1Y+12.NE.3) . AND.(ITAU-DT.GT.TMAX®60)) STOP

28 --- IF(11+12.NE.3) GO TO 221

29 --=- 221 CONTINUE

30 --- 102 FORMAT(1d ,110,1P11F11.2)

31 = 1@3 FORMAT(1IA L,I10,11F10.2)

32 ——= 111} FORMAT(14,FB8.0,3F7.2,2F7.C,1P9E10.1)

33 === 56 FORMAT(8(1PE1C.3))

3 === 330 FORMAT(3110)

35 == END

36 === €EiaacasevesenesCRSENY, ocedles wienisnsicsslne

37 —--= SUSBROUTINE FIELD(J,JMAX,PCO,WRE,Z0,SCAL 4X,FD)

B wrm Cm i s oo o o o o sl i o e

39 === C THIS PROGKRAM DETERMINES THE GRID POINT SPACING GIVEN JUST JMAX=
40 --- ( # OF GRID POINTS, PCO=LSHELL, Z0=LOWER BOUNDARY, SCAL=SCALING
4] --- ( FACTOR3; X=COLATITUDE, THE FIELD PARAMETERS ARE TRANSFERRED

42 === C THROUGH FD(1)3: RO=EQUATDRIAL RADIUS TG FLUX TUBE, INITIAL VALUES
43 --= C FOR X AND R ARE SET. DH=DISTANCE BETWEEN PDINTS IN THE X CCORDINATE
b =—= (-—mmmmmmem e m e e e e e e s s s e e s e s s s e -

45 === IMPLICIT REAL(N)

Lo --- DIMENSION FD(93)

47 --- IF(J.NE.1) GO TO ©5¢

48 —-=—=- RO=RE®P(D

49 --- kK=RO

50 --- X=e5

51 --- PTS=(JMAX+1)/2

§2 === IPTS=PTS

§3 === (C?*?'? SCALK IS A SCALING FACTOR TO ENSURE THAT THE X-COORD.

S4 =-—= (C'vvy RANGES FROM O TpD 1

55 —== RAT=(KE+Z0) /RE

S === QMAX=(SORT(1-RAT/PCO))/(RAT=%2)

§7 --=- SCALK=1/SINH(SCAL=>(QMAX))

58 ~-- DH=1/(PTS-1)

55 ~== RAT=(RE/RO)=22

60 === (===-- ESTABLISH PTS. ON FIELD LINE

€1 === Ceeee R=RADIUS TO FIELD PT 5 FDI1=ALT § FD2=SIN(DIP ANG) 3 FD&=GEOM LAT
42 ~== (oees FD5=GRAVITY ; FD& IS PROP TO MAG FIELD STRENGTH 3 FD7=VARIABLE
63 ~-= Coeee. COURD FACTOR : DS=STEP SIZE(KM) § FD8E=ARC LENGTH FRCM EQUAT (KM
64 ~=-= (C

65 ~=-= 950 DX=1-(J=-1)/(PTS5-1)

66 ~-- IF(J.FQ.IPTS) GO TO &

67 ~-= Ceee Q=THE DIPOLE COORL DETERMINED FROM =-- SINH(KQ)=DX

6 ~== SCX=DX/SCALK

£9 ~-- U=ALOG(SCX+SGRT(SCX=22+41))/SCAL

70 ~-- 3 SHX=SIN(X)

70 CHX=COS(X)

72 === C... THE NEXT 6 LINES ARE A NEWTON SOLVER FOR THE EQUATION F(X)=0
73 ~== Ceee THIS DETERMINES THE COLATITUDE X

14 ~-= FEX=(RO®22 )= (SHX*24)-(RE®22)2CHX/Q

R e et —

i
/ ; - - <"""'F!!!5]!!!!!!!.!!........1
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TG DEX=(RO*02)e4a(SHX®23 )o(HX+(RE®®2)eSHX/Q

G T A=X-FEX/DEX

SR wR IF(ABS(FEX/(DEXeX))GCT 2.0E-6) GO TO 3

TG === 60O TL 5

TF === 4 X=1.570796327

8) --- SHX=1

gF =-—= CHX=0

§2 --=- ( ---~LAT. RADIUS. DIP

g3 === 5 R=ROaSHX®®2

B ——= FD(1)=R-RE

85 === SQTH=SURT(3&(THX=%2)+])

g6 —=— FD(2)=2#CHX/SQ0TH

o FO(3)=SHX/SQTH

§8 ——= FD(4)=1.570796327-X

89 -——— FD(S)=FD(2)%3.98c+10/((RE+FD(1))==2)

Sk == FO(63=8.27T1E+425sSQTH/(Rx]1.E+5) =23

FF === FO(7)=SCAL®CCSH(SCAL*Q)*SCALK=#]1 .E-52*RE**2eSQTH/R**3
92 -=-- 0S=1.0E-52D04/F0D(7)

SR = XX=ALOG(1.7322CHX+SQTH)

Ty === FO(B)=K02% 238682 (XX+SINH(XX)=CgSHIXX))

95 -—= RETURN

96 === END

Q7 === (eeecesscecscsccsccscscsccccsccsoccccsccsscsccs,oosss

98 === SUbRUUTINE AMBS(J,IDAY,SEC,22J46L ,DEC,ETRAN,F107,F107A, AP,
RO = BLUNvarOSZAONY'NOYQSAToKD'GLﬁTO,

0 R T T e e e e e e e e e o
01 --- C THIS PRUGRAM EVALUATES THE SOLAR ZENITH ANGLE, DETEKMINES THE
0c --- C THE DAY AND TIME AND CALLS A.E. HEDINS MSIS MODEL(GTS3S) TO GET
03 --- C THE NEUTRAL DENSITIES AND TEMPERATURE

T
05 --- OATA PLAT » PLON » PI1  LICNT

B = / 1.375 4 1.222 4 3.14159, 0 /

gl ——= (~—=——=+== CORRECT TIME FOR FULL DAYS AND YEARS~--

g8 === 999 IF(J.NE.1) GD TO 1000

g9t === DECL=DEC*3.164159/18D

10 === NY=1DAY/1000

5 NDY=MOD(1DAY,1000)

e =~ IF(MOD(NY,4) .EQ.0)LY=366

13 --- IF(MODINY,4) .NE.O)LY=365

) SX=AMOD(SEC,86400.)

RO = NOY=NDY+INT(SEC/8645))

O === NY=NY+KNDY/LY

Rl = 10=1000¢NY+MOD(NDY,LY)

18 === 10380 CUNTINUE

) 3 I B T A TRANSFORM MAGNETIC TO GEOGRAPHIC COORDINATES---
ol e T e AND CALCULATE SZ ANGLE AT EACH FIELD LINE POINT~--
2l === BLOR=BLON#*PI/180.0

Oty XM=CUS(GL)*COS(BLOR-PLON)

g3 === YM=CGS(GL)*SIN(BLOR=-PLON)

2 == ZM=SIN(GL)

2D === XG=XM2SIN(PLAT)+IM=COS(PLAT)

2 === YG=YM

Fod e 1G6=-XM2COS(PLAT)+ZM=SIN(PLAT)

g0 wm= GLAT=ASIN(ZG)

D — GLATO=GLAT®180.7PI
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30
31
32
33
34
35
30
37
34

c.-.

>

GLUN=(PLON+ATAN2(YG,XG))*180/P]

SAT=(SX-ETRAN+43200.0)/3600-GLJN/15.0

HH=(SAT-12.)215%P1/180.

SZTA=ACGS(COS(GLAT=»CUS(DECL)=COS(HH)
+SIN(GLAT)®SIN(DECL))

CALL GTS3S FOR NEUTRAL PARAMS...ce..

CALL GTS3S(IDySX+s2ZJ4yGLATD,GLON,SAT ,F107A,F107,AP,48,D,T)

RETURN
END

ION CATASET 1S ABOUT TJ BE WRITTEN

VEN,
IGN DATASET HAS NOW BEEN WRITTEN

RF DpNE

—tmtmt—t =t EDITOR TERMINATING
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yU=PLIB,DN=RS2S,0L

€ siaa s e e ae aisreia CRISZ DG ais sinlaia clinie osla s eincinle uis

- SUBRUUTINE PE2S(2,20Xx,2ZN2,2L2,BM,B5, IMAX,DH N, TI ,EHEAT,PSEC)
-~—= (++++ THE URIGINAL PRUOGRAM WAS WRITTEN EY A. NAGY ANU P. BALNKS., THIS

——= (++++ VERSION WAS IMPROVED BY P. RICHARDS TC COVER ENTIKE FIELO LINE

~== (+++4+ AND TO TAKE INTUO ACCOUNT PITCH ANGLE TRAPPING IN AN AD HUOC WAY

-== (++++ PRUGRAM FDOR SOLVING THE 2-STREAM EQUATICNS FUR PHOTOtLECTRON

——— (++++ FLUXES AS GIVEN IN BANKS AND KOCKARTS 1°73 ;THE CALCULATICNS BEGIN
——== (++++ AT 100 EV AND WORK DOUWN IN 1 EV STEPS - SECONDARY AND DEGRADED

—== (++++ PR]IMARIES BEING INCLUDED AT LUWER ENERGIES

--— (---- VARIDUS PRINTS CAN BE ORTAINED BY USING 1Sw=z =-PRINT & OF PTS WITH
-—= (=---- EXCESSIVE HEAT LUSS =: 1Sw=3 PRINT (COEFFS OF FLUX DE'S :: ISw=¢4
-== (---- PRINT FLUXES AT EACKH ENERGY :: ISW=5 PRINT TGTAL FLUXES, HEATING RATES
—_— REAL N2SIGAN2SI S N2PEZN2PT,N2IONS N

-—- DIMENSION N2SIGA(100),32S51GA(100),UXSTIGAC100),TPROL(30D),

-—- 7 TSIGNE(300),01D51G6(100),015516(100),REDEXC(3G0),REDENM(300),
== 8 SeCION(300) 4,N2PE(100),02PE(100),0XPE(100),EAEAT(300),E(100),
i B SUMUP(300),SUMODWNI(300),SN2ION(300),PSEC(300),PHIS(2,300)

St DIMENSION XNU(3,10),0MEG(3,10),P(3,10),W(3,10),40(3,10),

- 1 GAM(3,10),SIGEL(3,100),NN(3)

S DIMENSION Z2(30C),20X(200)+IN2(3C0),Z02(Z00),+8M(300),+8G(300),
=== 1 N(4,300),T1(3,300)

- COMMON/TRI/PROD(300),PRODNN(300,100) ,PRODBUP (300,100},

- 1 PHIDWN(300),PHIJP(300),71(300),72(200),55(30G)

e COMMON/PANGS/ ZPAS,PASK,IPAS,IPASC,FPAS

=== Cooes ISW=PRINT SWITCH, JEP=ENERGY PRINT SWITCd, IPRIN1=PRINT SWITCH
== Coses JMIN=LOWEST ENERGY PE, M1=FIRST PT ON FIELD LINE, AVMU=CCO0SO>
--= (Ceeee VIOT=VOLUME FLUX TUBE, FAC=CCNJ ILLUM FACTOR, FPAS=PITCH ANGLE
—-— Ceeee SCATT FACTOR, JHMAX=HIGHEST ENERCGY PE, KITExk=#§ OF ALLOWED ITERS

-—= (C.eee M=BOUNDARY OF PDE SOLUTION, ZPRIN=PRINT BDY, ZPAS=ALT OF PAS
- DATA ISw , JEP , 1PRIN1 , TJEP , JMIN , M1 L,AVMU , VTOT,FACZ
E— 1 / 2 ’ Lo 10 ’ 1 ’ 1 v Ly <501 y O e
-——— UATA FAC o FPAS , JUSN , JMAX, M ,ZPRIN ,ZPAS,EFLUX,JTI

-—- 1 /1 ’ «8 3 v 100 » 41y 1.E9 ,1000 4o G o O /

-——- READ(8,330) IPMAX,JMAX

= IPMAC=IMAX+1-1PMAX

- IF(Z(M).GT .ZPAS) ZPAS=2(M)

-— IEQ=(IMAX+1) /2

-—- IMAX1=1MAX-1

-——— IPMAX]I=]PMAX+]

-——— 1E0iP=1EQ-1pMAX

- IPMAX2=IPMAX%*2

= M2=M1+1

——— ITEST=0D

-——— Vi0oT=0.0

--- IMXM=IMAX+1-M

- JTI1=JT1+1

--- REWIND 7

- 105C=7

- 1F(JTI.EQ.1) [DSC=5

SR IF(JTI.NE.Y) GD TO 115

=== (.o IMAX=MAXY ALT. INCS; IPMAX=MAX ALT. INCS FOR PROD.
-—-= (%*=2% PARKAMETERS FQOR PROD OF SECUNDARIES; BANKS ET AL JGR 1974 P1459
=== (w22 SIGEL = ELASTIC SCATT X-SECT AT ENERGY J
- READ(54330) NNIL1)yNN(2),NN(3)

74




' e : an-unu-u-u-nT-

06/21/°

D0 101 1=1,3
NNT=NNI(1)
DU 101 J=1,NNI
101 READ(5,30¢%) KNUCT 3 J) o DMEG(T yJ) 9Py J) oWl ,J)
1 JAU(TIZJ) GAM(I,J)
00 102 I=1,3
102 READ(5,306) (SIGEL(I,J),d=1,12)
Coves AD(Y1,1) IS A G-STpL PARAM § N2PI IS INEL. B=-S FRACTIUN
Coveey FACTP =FACTOR FOR EXTRAPOLATING PRUD RATES
AO0(1,1)=1.5E5
DATA N2PI . 0O2P1 , OXPl , FACTP , QD
1 / B o5 s 0.5 9 0.5 » ol v 6.51E-14 [/
(>>>> EXTRAPULATION OF X-SECTIGN PARAMS (TURR-WEDDE ??7)
D0 2 JE=13,JMAX
DO 2 1=1,3
EJ=JE
tJ=EJ-0.5
EFACT=(1.0C-(SQRT(EJ)-3.464)/20.)
2 SIGEL(14JE)=SIGEL(1,12)2EFACT
CEELEE ELASTIC B-S PRUBABILITIES -- N2PE ETC. EEEtt
D0 3 MK=1,12
N2PE(MK)=0.,5
U2PE(MK)=0.5
3 DXPE(MK)=0.5
D0 & MK=13,JMAX
EK=MK
EK=EK-0.5
EFAC=SQRT(12./EK)
N2PE(MK)=0.5%FFAC
02PE(MK)=0.5%EFAC
4 UXPE(MK)=0.5%EFAC

-~= (+++++ HIGHEST ENERGY SET FOR J ; 0(1S),3(1D) X-S EVALUATED

115 J=100
00 7 JC=1,
015S16(JC)

7 010S1G(JC)
D0 15 MM=3,
EJ=MM :
EJ=EJ-0.5 ¢
IF(MM.LT.5) GO TO 15
01SSIGIMM)=((6.51E-14)%(4.2E-3)/(4.17%4.17))¢(1.=-(4.17/EJ)%*20.5)

1 #(4.17/EJ)
15 010SIGIMM) =((6.51E-14)%(1e0F-2)/(1.96%1.96))3(1.-1.96/EJ)*22
i ®1.96/EJ

(--=-- SN2ION= TQT. SEC. ICNS FRGM N2 § EHEAT=ELECTRGN HEATING RATE § TPROU=

(--~-PHINET= TOTAL PE FLUX § SUMUP=TQTAL UP FLUX $SECICN=TOTAL SECCNDARY

(---- 1ONIZATION i REDEXC=EXCITATIUN OF 6300 LINE

Cesee ARC LENGTH DS(I) AND TOTAL FLUX TUBE VOL (VTOT) ARE URTAINED

Ceewes IPAS=GRID POINT FOR TRANSITION TO PITCH ANGLE TRAPPING
DO 16 1=M1,1MAX
IF(1.6T.1) DSUI)=.52(DH/BG(T)+0H/EG(I=1)])

IF(Z(1)aGT oZPAS) VIOT=VTIUT+DS(L)/ (BM(1)=2.038E+8)

TFCC2Z0TI) oL TLZPAS) AND (T LT.IEQ)) TIPAS=]
TSIGNE(T) =0
PHIOWN(I)=0

10
:0 .O
=0.0
J
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110
I1}
il
1153
114
E1s
l1e
117
113
119
120
121
122
123
126
125
126
127
128
126
136
33}
§32
a3
134
135
136
137
138
139
140
161
142
143
144
145
l6o
167
140
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PHIUPC(]
SN2TON(
EHEAT (]
TPROO(I
SUMUP (1]
SUMDWN(
SECICNI
REDEXCI(
PSEC(I)=0.
CONTINUE
SET ENERGY STEPS 45 PRODUP=C+ , PRUDWN =0- AND PROD=Q ; BELK 25¢8
IPASC=CCNJUGATE GRID PUINT FOR PITCH ANGLE TRAPPINGs PASK=A
CONSTANT ASSOUCIATED WlITH PAS CALCULATION

IPASC=2%1EQ-1PAS

PASK=FPAS/(VTOT=2.038E+8*EM(]IPAS))
Ef1)=0.5
DD 92 JK=2,JMAX
E(JK)=E(JK=-1)+1.
D0 22 1=M1,1MaX
D@ 21 Jd=1 ,JMaX
PRUDUP(I,4J)=1.0E-20
PRUDWN(IT,JJ)=1.0E-2C
CONTINUE

DO 6 I=M1,IMAX
PROD(I)=1.0E-20
IF(ISW.EU.3) WRITE(E,330) J
Ir(J.cT.yMAX) GO TO 98
PROD IS READ FROM A FILE CREATED BY PEPROD THEN
EXTRAPQLATED TD HIGHER ALTS. IF NECESSARY
READ(8,336) (PRCD(I)y I=1,1IPALX2)
DO 117 I=1.1PHAX
PROD(IPMAC-1+1)=PROD(IPMAX+I)
DO 119 1=IPMAX1,IEQ
PRUD(I)=PROD(I-1)*FACTP
00 19 I=1,1EQIP
PROD(IPMAC-T)=PRIUD(IPMAC+1I-T1)*FACTP
DC 96 I=M1,IMAEX
PROC(I)=PRTO(1)/AVMU
IF(1.GT.IEQ) PROD(L)=PIGO(I)*FAC
TN2SA= SJUM OF NZ2SIGA(TOT INEL. X-SECT BEK 258) 10 LINES DOWN
TH: St ARE EVALUATED IN UCSIGMA AND STCRED ON UCSRESULTS
NCAR VERSION READS FROM S AT FIRST THEN READS AND WRITES 7
READ(IDSCs320) JPRINT
QFAD(IDSCV335) TN2SA,TODR2SA,TOXSA
KREAD(TUSCs336) (N2SIGA(K), K=1,JPRINT)
=FAD(IDSCy336) (D2SIGA(K), K=1,JPRINT)
PEAD(IDSC,336) (OXSIGA(K), K=1,JPRINT)
[F(JT1.NEL1) GU TO 1938
w2 TE(7,330) JPRINT
w@ITELT,335) TN2SA,TOR2SA,TOXSA
ITe07,336) (N2STGA(K), K=1,JPRINT)
wETEE7,336) (OUZSTIGA(K), K=1,JPRINT)
BT, 336) (UXSIGA(K),, K=1,JPRINT)
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198 JPRINI=JPRINT+1
00 1861 K=JPRIN1l, J
N2SIGA(K)=0.0
U2S164(X)=0.0
1861 OXSIGA(K)=0.0
CLLEEL ELECTRUN-ELECTRON CONTINUOUS ENERGY LDSS

Ctit! SWARTZ ET AL JGR 197] PB425--- THE FOLL. SWITCH

C--=-- ALLOWS A STAKT FROM LDWER EMAX WITH SAME INPUT FILE 7
IF(J.CT.JMAX) GE TG 82
DE=0.0

DO 11 I=M2,IMAX]
ET=8.618E-5=T1(3,1)
INE=N(1,1)+N(2,1)+N(3,1)

TSIGNE(I)=((3.37E-12*INE=*20.97)/(E(J)*20.94))2((E(J)-ET)/

1 (E(J)=(0.53=ET)))=>22.36

TSIGNE(I)=TSIGNE(I)/AVMU
DELZ=DS(1])

IF(1.GT.1EQ) DELZ=DS(1+1)

TEST=TSIGNE(I)=DELZ
IFIZ(Y).6T.1000) CE=DE+TEST

IF (TEST «.LT. 1.0) GO TO 11

FE(JeEU 2 ) RIEST=1TFES T+

C 1F(J.6T.1) WRITE(6,211) 1,2(1),TEST
TSIGNE(TI)=1.0/0DELZ

11 CONTINUE
KRITE(6,26)
WRKITE(6,27) TN2SA,TO2SA,TOXSA,SIGEL(1,J),SIGEL(2,J),SIGEL(3,y])
1 »010SIG(J)»O1SSIG(Y)

sese Tlyle ARE CUEEES @QF DeaEs BEK P258 Jdsanssesces
JF(ISW.EQ,.2) WRITE(6,339)

239  FORMAT(SX,21%,7X,*ALT % ,BX,*T12,8X,2T722,7X,*TSIGNE®*,7X, *PROD*)
0C 30 1=M1,IMAX
T1(I1)=2ZN2(1)*SIGEL(1,J)*NZPE(J)+Z02(1)*SIGEL(2,J)*02PE(J)+Z0X(1)

2 #SICEL(3,J)=0XPE(J)
TL(1)=T1(I)/AVHU
T2(I1)=ZN2(1)#(SIGEL(YsJ)*N2PE(J)+TN2SA)I+Z02(1)=(SIGEL(2,J)%
2 UZ2PE(J)+TC2SA)I+ZUX(I)=(SIGEL(3,J)*0XPE(J)+TOXSA)
T2(1)=(T2(1)/AVMU+TSIGNEC(T))
IF(ISW.EQ.3)WRITE(6,311) 1,2(1),T2(1),T2(1),TSIGNE(]I),PRUD(T)
> oNCLy 1) yN(2,1)TI(3,1),BM(1),BG(1),0S5(1)
230 CONTINUE
Coone SET ROUNDPARY CONDITIONS CN FLUXES ...e
1F(J.EQC.1) GO TO 56
PHIOWN(M]1)=.5%PROD(ML1)/(T2(M1)-T1(M1))/AVMU
PHIOWN(IMAX )} =S *PROD(IMAX)/(T2(IMAX)-TI(1MAX))/AVMU
PHIUP(M1)=PHIDWNK(M])
PHIUP(IMAX)=PHIDWN(IMAX)
Cyyve DO LUCP FOR ITERATING SGLNS TO CONVERGENCE
56 D0 161 KIT=1,50
DO S8 1J=M2,I4AX1
PHIS(1,1J)=PHIDHN(LJ)
58 pPHISI2,1J)=PHIJP(IJ)
CALL TRIS(1 ,M2yMyJyMsBMyBGyZyIMAX,CH)
CALL TRIS(=1,IMXM,IMAX],J4My8M,8C,Z,IMAX,0DH)
C++++ TESTING FOR CONVERGENCE TO A SOLUTION ++++

(il oo B T o
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ING 06/27/
220 --- IVIV=0
221 --- 00 61 I=M2,IMAX]
222 --- 1F(ABS((PHIUP(T)=PAIS(2,1))/PHIUP (1)) .GCT. 1.E=4) IDIV=101V+]
223 -=-= ! 1F(ABS((PHIDWN(I)=PHIS(1,1))/PHIOWN(I)).GT1.E-4) IDIV=101V+1
224 === IF(I0IV.EQ.0) GO TO 163
225 -== 161 CONTINUE
226 === 63 CONTINUE
227 === (~=--
226 --= (~=---= SUM FLUXES AND PRINT RESJLTS ;; FYUP @ FYDWN ARE USED ONLY TO PRINT
229 -~-=- 163 DG 118 1=M1,IMAX
230 === SUMUP (1) =SUMUP (I )+PHIUP(I)=AVMU
231 -~-- SUMDWN(T) =SUMDWN (1) +PAIDAN(T)sAVMU
2792 === FYUP=PHIUP(I)=AVHU
233 ~-- FYOWN=PHIDWN (I }®AVMU
234 ~=- IF(ISW.NE.4) GO TO 118
235 === Ceees PRINT SPECIFICATIONS ooce.
§ 276 === IPRIN1 =2
237 --- 1F(2(1).6T.ZPRIN) IPRINI=6
236 ~-- IF(IJEP-1) 165,164,118
§ 2% ~—-=— 164 1F(JEP.LT.15) IPRIN1=10 5
| 2640 ~-- IF(IABS(I-TEQ) ,LT.3) [PRINI=1 |
3 261 ~== IF(J.LT.6Q0) JEP=1 é
4 242 ==~ IF(J.GE.60) JEP=10
| 2643 --- 165 IF(J.GE.JMAX) 50 TU 1€2
3 244 === IF(J.LE.JMIN+1) GD TO 1€2
245 --- IF{(J/JEP)SJEP .NE.J) GO TO 118
, 246 —--= 162 IF(1.EQ.1) WRITE(6,314) J
o 247 ~-- IF(I.EQ.1) WRITE(6,310)
Ef 248 === IF(((T+1)/IPRINI)#IPRINI.NELJ+1) GO TOD 118
9 FHG === IF(ISW.EQ.6) WRITF(6,311) 1,2(1),FYDWN,FYUP,PRCOD(T)
‘ 250 --- 1 yPRODUP (T 4J) yPRODWN(I »J),EHEAT(1) :
251 --=- 11 CUNTINUE
252 ===~ (====-=--
253 --=~ (2272 THE DEGRADED PE=S ARt NOW ADDED TD THEIR CGRRECT ENERGY BCX AT
i 254 --~ (7?7772 EACH ALTITUDE STEP
1 255 --= IF (J «LT. 23 o0 TD 82
b 256 =--~ L=J-1 °
- 27 --~ 99 00 71 1=M1,1MAX
24 —-~ (vmuww Op LOGP FOR DISCRETE LDSS OF 1,2,3,64 EV ETC. SEE 0+,0~ BEK P256&
259 --=- D0 70 K=1,L !
250 === LL=J=-K
2h1 === PRUDUA=ZIN2(II2(N2SIGA(K)2N2PI*PHIOWRN(I)+(1.-N2PI)eN2SIGA(K)=PHIUP
262 === 1(1))4202(1)2(C2SIGA(K) *02P1=PHIDWN(TI)+(1.-02P1)=02S1GA(K)=PHIUP(I
263 -~ 2))+20X(T1)*(DOXSIGA(K)“OXPI*PHIDOWN(I)+(1.-0XPI)*0XSIGA(K)*PHIUP(1))
264 === PRODDA=ZN2(IDI*#(N2SIGA(K)SNPI«PHIUP (1)+4(1.-N2PI)&eN2SIGA(K)=PHIDNKN
2565 —== 1(1))+7222(1)*(C2STIGA(K)RD2PI¢PHIUP (1 )4(1.-02P1)¢02SIGA(K)*PHIDKN(I
266 --= 211 +20X 1) #(OXSIGA(K)SOXPISPHIUP(1)+ (1 .-0XPI)*0XSIGA(K)PHIDWN(I1))
26T == PRODUP(T ,LL)=PRODUP(I,LL)+PRODUA/AVMU
268 === 70 PRODKN(I,LL)=PRUODWNILI,LL)+PRODDA/ZAVMU
269 ~--- 71 CONTINUE
{ 270 --=- (ELEL ELECTROUN-FLECTRON CONTINUOUS ENERGY LOSS
271 --- DO 75 I=M1,I44X
272 --- PRODUP(I,L)=PRODUP(T,L)+TSIGNE(T)*PHIUP(T)
273 --= 75 PRUODWN(TI,L)=PRODWN(IZL)+TSIGNE(T)*PHIDWN(T)
274 === Coysy EHPAS=HEATING DUE TO PITCH ANGLE TRAPPING AT ENFRGY J. DE=
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275
276
2717
278
279
280
281
28¢
283
2584
285
2Hb
287
28b
229
29C
291
262
263
294
295
256
227
268
299
300
301
302
303
304
305
306
307
306
309
310
213
312
320
314
315
316
317
318
319
320
321
322
323
124
325
3206
327
328
329

0e/271/°

-=~ Cysoss NORMAL LOSS IN PRDTONDSPHERE TD THERMAL ELECTRONS. ETOT=

==~ Cy,ys TDTAL LDSS FOR ALL ENERGIES. EFLUX=TOTAL FNERGY LDST BY BDTH

TN c'vvv PAS AND CDULU"B LOSSES

-— EHPAS=J2PASK&(PH]IUP(I1PAS)+PHIDWN(IPASC))

-—-- IFIDE.GTJ) EHPAS=0

-—- IF(DE.GT.J) DE=J

-— ETOT=ETOT+EHPAS

-—- EFLUX=EFLUX4(DES(1-FPAS)+JeFPAS) o (PHIUP(IPALS)I+PHIDWN(IPASC))

-—- 1 $AVMU

== (eees EHAV=THE AVERAGE HEATING RATE IN THE FLUX TUBF. EHPAS IS ADDED

Cossy TO COULDMB MHEATING RATE

-—— DO 76 1=M1,IMAX

-—- TPROD(I)=TPROD(I)+PROD(1])

--- EREAT(I)=EHEAT (I )+TSIGNE(I)*(PHIUP(1)+PHIDWN(I))eFAC?

-—— IF(EHEAT(]I) e T.0) WRITE(6,31)) 1,2(1)+PROD(I),PHIUP(I)

-— IF(Z(1).GT.2PAS) EHAV=SHAV+FAC2%®

—— 1 TSIGNE(L)*(pHIUP(I)+PHIDWN(L))*DS(1)/(2.C38E+8%BM(1))/VTOT

-— IF(Z(1).GT.2PAS) EHEAT(1)=FEAEAT(1)+EHPAS

-—— REDEXC(I)=REDEXC(I)+(PHIUP(I)+PHIDWN(]))=Z0X(1)

- > 2(010S1G(J)+0.952201SS1G(J))

--= 76 CONTINUE

-——— (x%832

——- (zw%x® PROD. OF SECDNDARY ELECTRUNS FOR ED17 EV ozzs

-— IF (J-17) 82,73,73

-— 73 MAX=(J+17)/2

-—- TN213N=0.0

- T0210N=0.0

— TOX1ON=0.0

~—= (C=--~ ENERGY LJ0P BEGINS HERE ----

-— 0D B7 MM=17,MAX

-—- EM=MM

-—- EM=ENM-0.5 {
S EM2=EM2EM i
-— sd=J !
-— EMJ=EM/SJ { ]
-—— EMN2=W(1,9)/EM i
-— EMO2=W(2,8)/EM

-—- EMOX=W(2,8)/EM

——= (7777 I10ONEN2 -- ENERGIES AT WHICH SECONDARIES ARE CREATED
--= (77?7 FDR N210ONS SEE GREEN € STOLARSKI

-— IONEN2=MM-20

-— IDNED2=MM=-10

-—- IONEUX=MM-16

— QOFAC=GD/EM2

-— N2ICONS=QOFAC®AD(1,9)3EMN232P(1,9)8(1.-EMJ=2GAM(1,9) )2
--- 1XNU(1,9)#EMJe¢OMEG(1,9)

-— D2ICNS=00FAC*AQg(2,8)%EMD2¢2P(2,8)¢(1.-EMJ==2GAM(2,8)) ==
-—- 1XNU(2,8)¢EMISEUMEG(248)

——— OX1ONS=QCOFAC®AD(3,8)=EMOXe5P(3,8)0(1.-gMJI*=GAM(3,8)) s
-— LXNU(3,8)2EMJ%20UMEG(3,8)

-— TN21ON=TN2ICN+NZIONS

—_— TO210N=TJ321I0N+U210NS

—— TCXION=TOXION+OXIONS

——— ($3%%%5%% LLT. LOOP BEGINS HERE $$%%

. DD 86 1=M1,IMAX

DO < L y T i et R




06/s27/

L SECN2P=N2IONS®ZN2(1)e(PHIUP(I)+PHIDWN(1))

T SECO2P=0210NS*202(1)2(PHIUP(L1)+PHIDWN(I))

= SECOXP=0XIONSSZOX(I)o(PHIUP(I)+PHIOWNI(TL))

o e e PRUDUP(I,10ONEOX)=PRCDUP(1,IUNFOX)+.5¢SECOXP/AVMU

i PRUOWNI(]I 4 JONEDX) =PRCOWNI(] ,JONFDX)+.52SECOXP/AVMU

8 == IF (IONFO2 .LE. 0O) 6O TO 1086

CRE PRUDWN(T ,TONED2) =PRODWN(I1+1ONED2)+.52SECG2P/AVMU

Lt PRUDUP(I,10ONED2) =PRODJP (1 .,10ONED2)+.5=SECO2P/AVIAU

= IF (IONEN2 .LE. O0) GO TC 1086

e PRODUP(I,IONENZ) =PRODUP(1,IONEN2)+.52SECN2P/AVMU

-—- PROOWN(T,1ONEN2) =PRODWN(T 4IDNEN2)+.52SECN2P/AVMU

-~= 1086 SN2IGN(I)=SNZIDN(T)+SECN2P

e PSEC(I)=PSEC(I)+SECDXP

=i €6 SECIGN(I)=SECION(I)+SECN2P+SECU2P+SECOXP

oo 87 CONTINUE

-~= (7%$7%7% CND ENERGY AND ALTITUDE LODOPS 72¢72%7%

lacics IF(ISW.NE.2) WRITE(6,326) TN2ION, TO210N, TCXION

== 82 J4=J4-1

T IF (J .LT. JMIN) GU TO 80

s 60 Tg 23

-~= C////1777/77 MAIN CALCULATIONS END HERE 7777171771177

=== 80 CONTINUE

= lReDeM=0.0

=== 00 95 I1=M1,1MAaX

== EHEAT (1) =EHEAT(I)=AVMU

=== SUMSUM=(SUAUP (1) +SUMDWN(TI))

== SUMNET=(SUMUP(1)-SUMOKNI(I))

== REDEM(I)=REDEXC(I)/(1.32+4.35E-93ZN2(1))

== ZREDEM=ZREDEM+REDEM(I)*]1.0EH

ey IF(ISKW.EQ.2) GL TO 95

=== IF(1.EQ.M1) wRITE(6,324)

e WRITE(€4311) 1,Z(1)ySUMSUM,SUMNET ,SUMUP(]),SUMDWNI(IL),EHEAT(T])
-——- > »P2EDEXC(1),TPRUD(I),PSEC(I])

== g5 CONTINUE

T IF(ISKheNE.2) WRITE(6,303)

i IF(ISW.NE.2) WRITE(6,304) EFLUX,ETOT,EHAV

-——— IF(ITEST.NE.C) WRITE(6,337) ITEST

=== 26 FORMAT(1A +BXs5HTN2SA,B8X,5HTO25A,7X ,5HTOXSA,BX,6HN2SIGS,7X,6H02SIG
= 15+9%Xs6HOXSIGS e 6X y6HNIDSTIG6Xs6HPLISSIGC 46Xy EHO3SSIG)

== 27 FORMAT(1H ,8€12.3)

= 305 FURMATI(/3Xs3EFLUXS ,SX,2ETOT®,5X, *EHAV2/)

e 304 FORMAT(£E10.3)

=== 305 FORMAT (6F10.6)

e 310 FIRMAT(1d +4X1HI )9Xy1HZ 48X, 6HPHIDWN ,6X, SHPHIUP ,7X

-——- 1 »*PROD*, 7X, *PRUDUP %, 7X, *PRUODWN® ,7X, *EHEAT &)

et 311 FORMAT(1Ad +154F12.1,12E12.3)

== 314 FORMAT (//7/71Ad1,15X,2THIS 1S THE PHOTOFLECTRON FLUX FOR ENERGY
i 1 J=2,13,2HEV)

e 520 FORMAT(IH s 7Xs1HLZ,13%X,6HPRUDUP,11X,y 6HPRODWN,12X,y4HPRUD)
--= 324 FORMAT(1H 43X, %] 8,9X,0ALT#,6X,6SUMSUM?,6X,*SUMNET2,6X,
—— 1 FSUNKUPZ,6X y *SUMDWN* 46X, EHEAT 2, 6X s *REDEXC®,6X,oTPROD®)
——— 326 FORMAT(14 ,3E15.3)

— 330 FORMAT(12110)

- 335 FORMAT(3(1PE1S.4))

ly - 336 FORMAT(B8(IPELIO31})

80




e ——— - —-———-—-—w

38 === 337 FORMAT(oND DOF PTS WITH (TS ENEKRGY LDSS >1 EV =¢,14) !
326 =-- RETURN
337 === END
’98 L. C...o...0.o.l'.....(PSIRIO)‘.o..l.‘..'..l.o
389 -=-- SUBPUUTINE TRISCIDIR,M2eMeJ MT,BM BGyZ,yIMAX,DH)
390 --- DIMENSION PUD(3),A(300).8(300),C(300),D(3C0)
jG] --- CUMMON/ZTRI/ZPRUO(300)+PRODOWN(300,100)PRUODUP(300,1001),
422 --- 1 PHIDWN(300) PHIUP(300),T1(300),T2(300),0S(300)
{83 --=- DIMENSION Z2(300),BM(3CD),bBG(300)
3% --- CUMMCN/PANGS/LPASPASKLIPAS,IPASC,FPAS
iS5 --- VATA 1SW , FAC2 , JUSN , JSw v KITER 4 M1 ,ZPRIN +22721
1% === 1 / 1 . 0 . 3 ’ 1 ’ 15 ’ 1, 300 ,1000 /
367 --- 1FG=(IMAX+1)/2
368 —-- [AXM=IMAX+]1=MT
$99 --- 14XMYI=1vyXM~-1
+0Q ~-—- IMXM2=TMXNM=-2
+C1 -—-=- CELELEE OP LULOP FOR ITERATING THE SOLUTIONS... PHIDWN IS SOLVED
+C2 --- CEtEt USING TRIDAG SOLVER FOR ONE HEMISPHERE, PHIUP IS SOLVED
+03 ——-= (CEELEL ANALYTICALLY TGO UPP=R 50Y IN CONJUGATE H-S, PHIUP FDR
y04 === CLELEL (.H.S 1S FUUND USING TRIDAG, THEN PHIOWN IS SOLVED ANALYTICALLY
205 —-—-= (ELEEL BACK ALONG THF FIELD LINE
206 === (Cyoss COEFFS FOR TRIDIAG SOLVEKR IMPIT ,,,
Y S 00 640 [=M2,M
+Ng =-—- OFLZ=22DS(1)
+09 --- IF(IDIR.EQae~1) DELZ=223DS(I+1)
10 ~——= DLB=JSA=(BM(I+1)-BEM(I-1))/(BM(1)=2DELZ)
el === ODPGC=1SW=(8G(1+1)-BG(I-1})/(2%DH)
112 === OSLP==gSh=4=(EM(T+1)-22BM(1)+BM(1-1))/(DELZ==*2=%BM(]))
13 == 1 -0LS#CaC+pLB3=DLY
114 -=- DO S 1K=1,3
+15 -—=- I14=2¢-1K
16 === IF(JI0DIR.EQ.1) PUDI(IK)=PRODWN(I-1J,J)
¢17 --- 5 IF(IDIR.ED.~1) PUD(IK)=PRODUP(I=-1J,J)
+18 -—--— PUOCUN=PROOUP(T,J?
¢19 -—-— IF(IDIR.EQ.~1) PUDCON=PRODWNI(I,J)
20 === DPRI=IDIRE(PRID(]I+1)-PROD(I-1))/(2%DELZ)
e« 2F ——— DPR2=1DIR*(PUD(3)-PUD(1))/DELZ
022 ==~ PHI=4./DELZ2%2
423 === ALPHA==(TI(I+1)=-T1(1-1))/DELZ/TI(])
124 ——-- BETA=IDIR®(=T2(1)®ALPHA-(T2(141)-T2(I~1))/DELZ)-T2(1)=22+
$25 === 1 Ti(1)==2
+20 —-=—- D(1)=(PRAD(TI}/72)=(-T1(1)-T2(I)}-ALPHA®IDIR)=-DPR1
V217 =--- 1 +PUD(2)*(~ALPHA=IDIR-T2(I))-DPR2
$28 === 1 ~PJUDCON=T1(])
t29 =--- BETA=BETA+0SLR-ALPHA=0LB+DLB=DLE
£30 === ALPHA=(ALPHA-2*DLR+DBG)/DELZ 1
gl === D(IY=D(1)+0LEB=>(PROD(I)/2+PUD(2))*IDIR
v32 ——-— C(I)=PHI+ALPHE g
433 --- E(I)==2.%PHI+LETA 4
¢34 -=- A(I)=PHI-ALPHA
A5 —-= IF(ISN.FQa.1) WRITE(6,311) 1,2¢1)yALPHA,EETAL,OPR1,DPR2
t30 --=- 1 yACT)»B(T)C(I)VD(I)
+37 === 40 CONTINUE
436 === (eeee END OF D.E, COEFFS --- SOLUTIDN FOR NEAR H=S «¢ces
3! WSy IF(IDIR.EQe~1) GO TO 10
i 81
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490

T TUN

--= 60
——— (tZeaT

-~- 10

-—= C2s2:2

--= 162
--= 311

o= Coves

.
--- C

=== "C o eae

Cooone

(.....

CATASET 1

D(M2)=D(M2)-A(M2)sPAILAWN(M2~]1)
D(M)=D(M)-C(M)2PHIDWN(M+]1)
(ALL TalDf—G(P>1lDdI\l.N2.W.A.B.C.0)

$i:: PHIUP 1S FVALUATED ANALYTIJCALLY saan

DO 60 I=M2,I¥XM1
Te¥=T2(11-.5¢(BM(1+1)-BM(I=~1))/7(BMLL)*DS(]))oJSn
Pl=(T1(I)*PHIDWN(I)*(PRID(I)#2.5PKUOJUP(]I,J))/2.)/T2M
PHIUP(I)=R1I+(PHIUP(I=-1)-R)1)=EXP(-T2M50DS(I))
IF(I.5Q.1PAS+]1) PHIUP(LI)=PHIUP(]I)2(1-FPAS)
CONTINUE
RETURN
CONJYGATE SOLUTIODNS #=sx3sun
U(M2)=0(M21-A(H2):PHIU2(M2-1)
D(M)=D(M)-C(M)2PHIUP(NM+]1)
CALL TRIDAG(PHIUP,M2,M,A,8,C,0)
:t: PHIDWN IS EVALUATED ANALYTICALLY e
00 160 I=M1,1MxXM2
K=IMAX~-1
T2P=T2(K)+ .5 (BM(K+1)~53M(K=1))/(EM(K)ZDS(K+1))=JSW
R1=(TI(K)=PHIUP (K )+(PRUODIK)+2.*PRUDRKRNIK,J))/2.)/T2P
PATOMNIL)=R1I+(PHIDWN(K+1)=-R1)*EXP(-T2P=DS(K+1))
[F(K . FQJIPASC-1) PHIOWN(K)=PAIOWN(KIF(1-FPAS)
CCNTINUE
FOXMAT(IH ,15,F12.1412E12.3)
RETURN
END
SUERUUTINE TRIDAG(DELTA,IF,L,4,B, (C,0)
FOK SOLVING A SYSTEM [OF LINFAR SIMULTANFDUS EQUATIDNS wlTH A
TRIDILGONAL CDEFF MATRIX. THZ EQNS ARE NUMSEREOD FRCM IF TO L,
& THEIR SUB-DI&G. 4 DAG, ,L SJUPER-DIAGC CCEFFS< ARE STURED
IN THE LRRAYS A ,Bt C
DIMENSIOGN A(20C),B(300),C(200),D(300)
DIMENSTION ALPHA(300).DELTA(300),GAMMA(300)
COMPUTE INTERMEDIATE ARRAYS ALPHA & GAMMA
ALPRA(IF)}=B(IF)
GAMMA(ILIF)=D(IF)/ALPHA(ILF)
[FP1=[F+]
V0 1 1=1FP1,L
ALPHA(TI)=B(I)-A(I)=C(I-1)/ALPHA(]l-1)
GAMMA(T)=(D(1) =L (T )}=CAMMA(I=1))/ ALPHA(I)
CONT I NJE
COMPUTE FINAL SOLUTION VECTDR V
DELTA(L)Y=GAMMA(L)
LAST=L~1F
00 2 K=1,LAST
[=L-K
UFLTA(T)=CAMMA(T)=C(I)DELTACI+1) /ALPHALL)
CONTINJE
RETURN
END

S ATQUT TO BE WKITTEN
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= SUBRUUTINE TFIJ(JIwILIyIPRINGTIFyJBWJBS,V)

=== (Coz32 THIS SUBR SETS UP ERROR FNS. DOF THE TIME-DEP IUN AND
--— (o223 ELECTRON TEMPS, FOR SUBSECUENT SOLUTION BY THE NEWTON
--— (oseea JTERATIVE PROCEDURE. THE SOLUTION 1S DBTAINED IN ODRTHDG

-== (®&23 MAGNETIC FIFLD COORDS FOR A COMPLETE ODIPOLE FIELD LINE.

--= C..o TFLUX=TUN HEAT FLUX FDR ENERGY CDNSERVATION TEST

~== (Cese KE+KI=FLECTRON,ION THERMAL CDNDUCTIVITY; TE=FELECTRON TEMP

--= Ceee UE=ELECTRON DRIFT VELOCITY.L,Q=LDSS/GAIN OF THE IONS

=== Cewe LsQ,=LOSS/GAIN OF JTONS; PPP=IMPLICIT-EXPLICIT

=== Cese ELECTRON AND IDN DENSITIES: V=VELDCITY IN DENSITY

--= Coee SOLUTIONS BUT 1S USED TO GET STEADY STATE ELECTRON TEMP HERE
=== Cee, HFLX=REAT FLUX IN EV

- IMPLICIT REAL (A-HA,K-L,N-2)

-— REAL 2yOT DH, THF ,EPS,IFLUX,TF

= OIMENSION KE(3),KI(3),TE(3),UE(3)

— = DIMENSION NU&4,300),T1(3,300),F(2),L(2),Q(2),PPP(3,3),V(2)
—— COMMON/VN/U(2.300),BG(300),BM(300),6R(2,+,300),R(2,300),S5L(300)
ot CCMMON/ND/ON(20C)»HN(300) yN2N(300),02N(300),PHION(300),TN(300)
=i COMMCN/ALT/Z(300) 4JMAX ,JIMAX]1,0T,DH, THF,ITER,EPS,JON,TF,ITF

——— COMMON/SAV/NSAVE(2,300),TISAV(3,300),FY(2,300),UN(300),5H4T(300)
e COMMUON/FON/JON,L,JLL(S),,JUL (5)

== COMMON/CPRIN/HFLX(2,300)

== DATA BK ’ BCLTZ vy JRIT,NHE, STS »DL3 HDL2

i — 1 / 8.63E-5,1.3807E-16, 0 4 Oey l.y-,02798 , 3./

= DH2=22DH

-—— IP2=3

=== Ceovese SLOSS FINDS IMPL-EXPL MIX OGF FLECTRON AND ION DENSITIES

~—= Ceee STS=0 FUR STEACY STATE SOLUTION; ICNT IS A COUNTER

~== Ceee BMK IS USED TO NORMALIZED THE HEAT FLUXES TO 1000KM ALTITUDE
e =T CALL SLOSS(JsILJINTI,PPP,L,Q)

=== IF((JeEN2) AND.(ILJ.EQ.O)) WRITE(6,58)

-——— IF(ITF.EQ.3) STS=0

= IF(ITF.NE.3) STS=1

bk ICNT=1CNT+1

= JMAXD2=JMAX/2

== IF(ICNT.NE.1) GO 70 100

- DO 92 IK=1,JMAX0O2

=='a IF(Z(IK).LT.1000) IF=1K

=S5 90 IF(Z(IK).LT.1000) BMK=BM(IK)

--= 100 CONTINUE

=== Ceeoe CONVERT EHT TO C.GoS UNITS (ERGS) KEI 1S LOSS RATE FROM ELECS
—== Covese TD 10ONS, GRADT g DIVV ARE CONVECTION TERMS FROM DENSITY PROGS
== ERGS=EHT(J)*1.6E-12

C L NE=PPP (1,2)+PPP(242)+N(3,J)

- NEV=PPP(1,2)+PPP(2,2)

- NI=PPP(142)/16+PPP(2,2)+N(3,J)/30

—— KET=14232E-1T7¢NEANI=(TI(3,J)=-TI(2,4))/(T1(3,J)%*e],5)

-== (%%e2 HEAT LDSS OUE TO LOSS pF PARTICLES =eux

—-——- HLQA=1.5%80LT2¢TI(2,J12(Q01)+2(2)=L(1)2PPP(1,2)=L(2)2PPP(2,2))
- - BGS2=BG(J) =22

- BGOBG=EG(JI®*(BG(JI+1)-BG(JI-1))/DH2

T BGBDB=BG(J)2(BM(J+1)~-BM(J=1))/(DH22BM(J))
-——— Te2=T1(3,4)

0&/217/"
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- TNJ=TN(J)

-——- CSUTE=SQRT(TE2)

-== (----1F 1LJ=3, LOCAL FENERGY BALANCE FOR TF REQUIKEUL, JUMP 10 Tg SECTICN
-—— IF(ILJ.EQ.3) GU TO 13

~== (Cueveee ELFCTRON AND 1gN THERMAL CONDUCTIVITY(KE,KI) AND DEFINE TE <o
~-= Ceee REESEROBLE S.P.R (1975) ©214; KE.KI1,UE ARE EVALUTED AT 3 POINTS
~-= Ceeeo TO ALLDW GRADIENTS TO BE CALC. KN GIVES THE REDUCT)JON OF KE

--— Coeeo DUE TO NEUTRAL COLLISIONS, SEE AL SO REESERCBLE

-——= 7 00 12 1=1,3

= JT=J-2+1

-——- NET=PPP(1,1)+PPP(2,1)

-— TE(I)=TI(3,JT)

-—-- UECTI)=(FY(1,JT)+FY(2,JT))/NET

-—- SOTE=SQRT(TE(]))

-—— KN2=(2.B82E-17¢SQTE-2 ,61FE-212SQTE*TE(I))2N2N(JT)

--- KN2=(2e2E-16+7.92F-18SQTE)&02N(JT)

-— KO=2.4E-1620N(JT)

-— KHE=5.6E-16¢NHE

-—- KH=(5.4TE-15-7.45E=-192TE(1)}*HN(JT)

--- KN=3,22F+463TE(])2222 (KN2+KU2+KO+KHE+KH) /(NET+N(3,JT))

-——- KI(I)=1.B8GE-E*(PPP(1,1)+42PPP(2,1))2T1(2,JT)%%2,5/NET

--- KE(I)=1.232E-6=TE(I)e22 5/ (1+KN)

--- IF(IRIT.EQ.1) WRITE(E,55) KN2,KD2 yKO,KHE yKHo KN,KI(I),KE(I)

--= 12 CONTINUE

-—- SOTE=SGRT(TI(3,J))

Coavouse

~-= CeeeeT]l ERROR FNCTS I.E. ION T-DEP TEMP EQNesoswe

-— DTE=(TI(2,J+1)-T1(2,J-1))/DH2

-——— DDTE=(TI(2¢J41)=23TF(2,J)4T1(2,J-1))/(0DRe%2)

-—— IF(ILJIEQ.0) HFLX(1,J)==BMK*KI(2)2BG(J)SDTE/(1.6E-12%BM(J))
-— TENCR=STS®1.52BOLTZNE=(TI(2,J)-TISAV(2,J))/DT

-—- DBG=-BGDBG2KI(2)*DTE

-—- DSAT=-BGSQ=KI(2)=UDTE

-—- DKE==(KI(3)-KI(1))*BGSQAeDTE/DH?

--=C DKE=-25%*BGCSQ=KI(2)*DTE*22/TI(1,J)

-—-- DBM=BG(J)*KI(2)*BGBDB=DTE

—== Cyoss LOSS RATE COEFF TO NEUTRALS (KIN) REES & ROBLE(1975) P22C sy
—-= Cyy99y RCE = RESUNANT CHARGE EXCHANGE, POL = PQLARIZATION INTERACTION

——- RCE=0.213PPP(1,2)=TIN(J)+1.4%PPP(2,2)*HNI(J) "
== POL1=PPP(1,42)%(6.6*N2N(J)+2.8*NHE+5.8202N(J)+5.6*0ON(J))
§. am= 1 +PPP(2,2)*(5.55NHE+1.9%AN(J))

- POL2=(0e36%PPP(1,2}%HN(J)+0.4%PPP (2,2)20ON(J))*SQRT(TNJ)
. KIN=(RCE*SQRTITNJ+T1(2,J))+POL1+POL2) *]1 ,6E-26

_— HLOSI=+KINZ(T1(2,J)-TNJ)

- GRADT=1.5¢*NEV=BOLTZ*BG(J)*DTE=UE(2)

it DIVV=NEV*BOLTZ2T1(2,J)>((UE(3)-UE(1))=*BG(J)/DH2-BGBDB)
i F(1)=TENCR+DBG+DSCT+DKE+DBM-KEI+HLOS]+GRACT+DIVV

i R

-== Ceeee END TI ERR FNS WRITE VARIABLES IF DESIREDcecses

- IF(ILJ.NE.O) GO TO 5

o TF(ITER.NE.3) GO TO 5

S IF(JeLToJLL(Y) .OReJGToJULITD)IGO TO S

(0T i ARITE(6,56) J,2(J)

A IF(J.EQ.2) WRITE(6,450)

.C9 == IF((J/9)29.EQ.J) WRITE(6,50)
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g WRITE(6,55) F(1),TENCR,DBG,DSQT ,OKE ,0BM,KE] ,HLOSI ,GRADT 1y
=== h (ONTINUE I
Connnrrvne ”
=== Cyovresoss ELECTRON TEMP ERR FNS 5999090 v .
—— DTE=(TI(2,J+1)-TI(3,J-1))/0Ad2 i
=== Covsy FLUX=HEAT FLUX IN EV NORMALIZED TO LOWEST LEVEL 444, j
= IFUILJ.EQ.C) HFLX(2yJ)=-BMK?KE(2)2BG(J)*DTE/(1.6E-122BM(J)) i
=i DOTE=(TI(3,J+1)=2°T1(3,J)+T1(3,J-1))/(DH=22)

e (- ELEC-NEUT ELAS COLL LTSS RATES SEN(1978) PEV GEDPHYS P366
=== Y3 TOIF=TEZ-TNJ

== LEN2=1.T77E-19>NE=N2N(J)2(1-1.2E-4*TE2)%TE2*TDIF

S LFO2=1.21E-180oNERO2N(J)*(1+43.6E-2*SQTF)=SQTE®TOIF

—— LFO=7.9FE=-19aNE20N(J) (1 +5.TE-42TE2)oSCTE®TDIF

-—- LEH=9 ,63E-16NESHN(J)=2(1-1.35€6-42TE2)2SQTE=TDIF

--— (#r#H ROTATIONAL LOSS RATES BEK 268 #fiun

e LRN2=2.05-14=NESNZ2N(J)*TDIF/SQTE

= LRU2=T.0E-14=Nc=02N(J)=*TDIF/SQTE

-== (C+++ N2 VIB LOSS RATES BEK P268 AND SEN P364 +++++

=== EF=1.06F+4+7.515+33TANH(]1 ,1E=-32(TF2-1800))

= GE=3300+1.233%(TE2-1000)=-2.056E-4*(TE2-200C)*(TE2-4000)
i LVN2==2.99E-122NE=N2N(J)=EXP(EF*(TE2-2000)/

== 1L (¢000=TE2))*(EXP(-GE*TDIF/(TE2%TNJ))-1)

- (C¢3¢% 02 VIR LOSS RATE SEN P364 1$8%

—— HS=3300-833#*SIN(1.91E-4%(TE2=-2700))

- LV02=-5.196E-13*NE=02N(J) *EXP(HS2(TE2-700)/(700=TE2))

i 1 S(EXP(-2T770%TDIF/(TE22TNJ)) -1)

FINE STRUCTURE EXCITATIONS SEN P365 35333
NOTE THAT D1,D2,E1 ETC. MAY NEED TO B CHANGED
NOTE THAT A TERM IS ADDED TO NE AT LOW ALTS FOR G2+ , NO+
. D1=EXP(-228/TNJ)
=== D2=EXP(-326/TNJ)
——— E1=EXP(-228/TE2)
= E2=EXP(-326/TE2)
== E3=EXP(-98/TE2)2D1
- LF1=8,.49E-62TE2*20.5192*(0.02*(D1-E1)-5.91E-9=

.
’
.
’

s 1 TDIF2*(2.019%D1+4(228/TE2+2.019)*E1))

=== LF2=7T.7E-62TE2%20.3998%(0.028%(D2-E2)-5.91E-9%
e 1 TOIF2(1.899582%D2+4(326/TE2+1.8998})¢E2))

et LF3=2.22E-T7#TE2%%0.768%(0.008%*(02-E3)-5.91E-93*
i 1 TDIF2(2.268%D2+(98/TE2+2.268)2E3))

a¥isr e LF0=5+3201402

-——- LFO=-8.629E~-6%(NE+0.EBSEXP(-205%Z(J)))*ON(JI>2(LF1+LF2+LF3)/ZFD
-—= (++++ FINE STRUCTURE OF O (D STATE) SEN P365 ++++++

i DE=2.4E+440.32(TE2-1500)-1,947E-5%(TE2-1500)*(TE2-4000)
—— LF10==-1.57E-12*NE*ON(J)¢EXP(DE*(TE2-3000)/(3000=*TE2))
- 1 “(EXP(-22713=TDIF/(TE22TNJ))-1)

i 1IF(ILJ.EG.3) GD TD 14

=== Cys999 FEND CF ELECTRON-NEUTRAL LOSS RATES 444,

e TENCR=STS*1 .5«BULTZ2NE*(TI(3,J)=TISAV(3,J))/DT

e DEG=-BGDEG*KE(2)*DTE

— DSST=-BGSQ®KE(2)#DDTE

e DKE==(KE(3)-KE(1))*BGSQ*DTE/DH2

e DEM=BG(J)*KE(2)*5(GBDB*DTE

--= 1¢q KEN=LEN24LED2+LED+LEH+LRN2+LRO2

T T e OV TR




ING

165 ===
l66 ---
167 ---
168 ---
18 ===
LD =
17 ===
172 ==~
1713 -—~—
17¢ ===
175 ==
176 ---
177 ==~
176 -~--
179 -~-
180 —~=
18F ===
18g ===
183 -~-
184 -==
185 —~-
186 ==—
187 -~~~
1gE =r=
189 —--
190 ---
Pais ===
Y92 ===
193 ---
19¢ =~
P9S ===
196 ==
197 ===
138 ===
199 ===
200 ==
2O ===
CUE =
CAVE St
2.’\4, - -
205 ===
206 ==~
el O i
208 ===
2N9 ===
210 ===
211 ===
A A
213 --=
214 -=--
LYy ==
216 ===
211 ===
218 ===
21y se=

HLUSS=(KEN®LVN2+LVO2+LFU+LF1D)®1.6E-12
Ceeoseccaee V(1) 1S FORMED FDR BDY (DTN AND PREDICTOR ceeeececee
V(I)=ERGS-HLOSS-KEI
JIFLILJ.EQ.3) RETURN
GRADT=1.52NEVeBOLTIZ®BG(J)*DTE=UE(2)
DIVV=NEV®BOLTZ2*TI(3,J)*((UE(3)-UE(1))*BG(J)/DH2-BGHBODB)
F(2)=TENCR¢DBG+DSOT¢DKEOOBMOKEI+HL055+6PADT*O!VV—ERGS
e e
Ceeese END TE ERR FNS WRITE VARIABLES oo
IF(ILJ.NE.Q) 60 10 15
IF(ITER.NE.3) GO TO 15
[F(J.LTJLL(1) .ORLJ.GTJUL(LIDIGO TO 15
WRITE(LG6,56) J.2(J)
WRITE(H955) F(2)yTENCR,DBG,DSQT yOKE 4OBM,KEI ,HLOSS,DIVV,ERGS
IF(2(J).GT.100@g) GO TC 15
IF((J/5)35 . FQC.JI)WPLITE(6,57)
WRITE(6,55) LEN2LED2LEOLLEH,LRN2
1 JLRD2,LVN2.LVD2,LFD,LF1D
15 CONTINUE
Ceee THIS SECTION TESTS CONSERVATION OF gNERGY ABOVE 1COOKM
Ceee THE HEAT FLUX AT 1000KM IS DETERMINED FROM INTEGRATING THE
Ceee PRODUCTION AND LOSS AND ALSU DIRECTLY FROM TEMP GRADIENT
JIF(ILJ.NE.O) RETURN
IF(STS.NE.O) KCTURN
IF(J.FQ.10) PAITI=0
[F(J.EQ.10) PHIT=0
IF(J.LT.IF) RETURN
PHEITI=PHITI+OH>(KEI-HLOSI)/Z(BM(J)*BG(J))
PHIT=PHITI®*BM(J)/1.6E-12
IFLUX=HFLX(1,IF)+ABS(HFLX(1,JMAX+1-1F))
PHIT=PAYT+0H®(ERGS-KET-HLDSS)/(BM(J)2BG(J))
PHI=PHIT=BM(J) /1 .6E-12
EFLUX=HFLX(2,IF)+ABS(HFLX(2,JMAX+1=-1F))
IF(J.EQ.JMAX+1~1IF) WRITE(6,55) PHIZEFLUX,PHII IFLUX

RETURN
50 FORMATI(9X,2F*,B8X,*TENCR2,8X,*DBG*,8X,2*DSQT=*
1 1yIXy*DKE2,8X,2DpM® 4 BX,*KE]=,8X, *HLOSS*)
55 FORMAT(1P19E12.2)
56 FORMAT(15,F9.0)
57 FORMAT (BX s *LENZ?,8X,*LED2®,8X,*LED® ,BX,oLEH®,8X,*LRN2*,8X
1 +@LRO2®,BX, 3LVN22,8X,2LV02¢,8X,>LF0%*,8X,*LF1D*)
58 FORMAT(#ENTER TFlJ=)
END

C25L0SS*#SLOSSe=5L055¢35L05S*2SL0SS#=SLOSS»»S5L0SS*=5L0S55%
SUEROUTINE SLOSS (J,JLIN,TI,PPP,L,Q)
Coeoee SUBROUTINE SLOSS CALCULATES ION PROD. & LOSS....
Ceee THE PROGRAM ALSO DETERMINES THE IMPLICIT-EXPLICIT ION DENSITY
IMPLICIT REAL (A-H,L,N=Z)
REAL Z+OT,DHeTHF EPS
DIMENSION N(4,300),TI(3,300),F(2),L(2),Q0(2),PPP(3,3),VI(2])
COMMON/ND/ON(300) yHN(300) yN2N(300),02N(300),PHION(300),TN(300)
COMMON/ALT/2(300) ¢ JMAX y JMAX] 4 DT yDH, THF, ITERVEPSyIONWTF,ITF
COMMON/SAV/NSAVE(2,300),T1SAV(3,300),FY(2,300),UN(300),EHT(300)
(zze=2zzczz=zaz2sz2222F R CPANC-NICOLSON=z2===cs=2s=ts2zazzssszs
Csesssss CALCULATE DENSITEES AND VELODCITIES
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o IONP1=10N+1

= DO 409 1=1,3

-—= 409 PPP(ICNPL1,1)=0

= JON=1

- DU 4«10 1=1,I0N

-—- PPP(1,1)=(1-THF)>NSAVE(I,J=-1)+THFeN(]l,J-1)
-—— PPP(1+2)=(1-THF)oNSAVE(I1,J)+THF=N(I,J)

-— PPP(1,4)=(1=-THF)ENSAVE(]l,J+1)+THFeN(I,J+1)
e PPP(IDONP1,1)=PPP(JONPL,1)+PPP(],1)

——— PPP(ITINP1+,2)=PPP(I0ONP1,2)+PPP(]1,2)

== PPP(10ONP1,3)=PPP(]10ONP1,2)+PPP(],3)

-—- 410 CONTINYE

=== i€

=== (+&+t ¥4 CALCJLATE #2¢ AND @=L®* THE SOURCE AND LOSS TERMS
o CALL RATES(J,TI,TN,R1,R2,R3,R4,R5,P6,R7,R8)

e AL1=1.23E-64*PPP(IONPL1,2)/TI1(3,J)

- ALZ=6.6E-5PPP(10ONP1,2)/T1(3,J)

=== €

S LE1)=22=HN(J)+(R3+R&)/(1+R3/AL2+RG/AL])
= L(2)=R1*3IN(J)

G QE1)=(R1=ON(J)*PPP(2,2)+PHION(J))

e A(2)1=(R2=HN(J)I=PPP(1,2))

-—— RETURN

i ENC

5?T?ON DATASET IS ABDUT TD BE WRITTEN

;ﬂglveN. RF DQONE
'ATION DATASET HAS NOW BEEN WRITTEN

4
e - -
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SUBRUOUTINE TERD(J.UR,0J,38,0L+dM,CU,LOC)
C(---- REAL LINEAR INTERPQLATION -----
IMpLICIT REAL(A-H,0-2)
COMMUN/DELZ/ZHEL yHULIT
Coeees OL AND QU ARE INTERPOLATION POINTS
Coweee OF U IN THE (2B,2J) AND (2J,2A)INTERVALS RESPECTIVELY
Coeeee QM 1S THE AVFRAGE VALUF OF Q IN THE (ZJ-YL,ZJ+YL) INTERVAL
IL=.5%(QB+QJ)
QU=,52(0J+QA)
QM= .25 ((QL+CJ)2HL+(TU+RI)2HU)
RETURN
END
Cot™HS%EC04, IMHSRLE07 4, IMHE%L 02+, INESRL OS24, INHEERL 32T+
SUBROUTINE TERI(J.2B,0J.QA,0L,QM,0QU,LOC)
COMMON/DELZ/hLHULIT
Cdcsis EXPONENTIAL INTERPOLATION
1F((QB®0J,.6T.0).AND.(QJ®QA.GT.0))IGO TO 100
WRITE(6,600)
600 FIRMAT(2TERD®)
C
100 QL=SCRT(GRQJ)
QU=SURT(QJZQA)
GM=.554U%(QJ-0U) /ALOG(QJ/QU)
>  +.5sHL®=(QL-GJ)/ALDGIQL/QJ)
RE TURN
END
Cot"ES%E0374 , 1NHE%LE0+ ANHEXEOOP+, 1ESXL O3+, 1NESLLSED4
SUBROJTINE DAVE(IUN,JyANL,ANM, ENU,PL 4PM,PU,N.NSAVE)

Coane CALCULATES ANTE AND PDST VALUES
Ceeeoe OF HALF INTERVAL, AND AVERAGE
Ceneo OF (ION DENSITY)/(MAGNETIC FIFLD)

IMPLICIT REAL(A=H,N-2)
COMMGN/VN/U(2,300) ,BG(300),BM(300)4GR(2,300),GP(2,300),S5L(300)
DIMENSION ANL(2) o ANM(2) JANU(2)4PLI2),PM(2),PUL(2)4N(4,300)
>  JNSAVE(2,300)

pC 100 1=1,10N
Cosue ANTE VALUES
BB=NSAVE(l,J-1)/8BM(J-1)
C=NSAVE(I,d)/BM(J)
A=NSAVE(I,J+1)/8M(J+1)
IF((A.(Te0.0)e0R(CLT.O.O0)IWRITELE,L,115)
115 FORMAT(*NEGATIVE ANTE®)
CALL TERI(J,BBWCyALOL,Q¥,CU,3)
ANL(T)=0L
ANM(I)=0M
ANU(I)=QU
Coveoe POST VALUES
BB=N(I,J=-1)/BMlJU=-1)
C=N(1.,J)/BM(J)
A=N(I,J+1)/BM(J+1)
JF((ALT0e0)eORUCLT0.0))IWRITELE,116)
11¢ FORMAT(*NEGATIVE PQgST#)

2o - .
i s o N USRI S-SR = CE V. N —
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CALE TERI(J BB ,C A0 QM 0, &)
PLOT)=QL

PM(]1)=QM

PU(T)=UU

CONTINUE

KETUKN

tEND

Col"nSXEea24, 1 "HELEL27 4+, IMRSLLOR 4, IHES L2824 1 e 3074
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SUBRUUTINE CHEMUCION,J1 ,SOURCE, N, NSAVE,T1,THF)
THIS PROGRAM DETERMINES THE INTERPOLATED PRODUCTION AND LCSS
PRUCESSES. IT CALLS RATES TO GET THE RATE CUNSTANTS AND TERD
TO DO THE INTERPULATION

IMPLICIT REAL(A-H,L,N-2)

REAL THF

DIMENSION N(&4,300),TI(3,300),NSaVE(2,300),Q(2,3),L(2,3)

v SUURCE(2) ,SINK(2),0ML(2),0MU(2),CN(2,3)
COMMON/VN/y(2,300),~6(300),84(300),GR(2,300),GP(2,300),S5L(300)
COMMON/ND/Z/ON(300) 2HN(300)sN2N(300),02N(30C),PHICN(300),TN(300)
COMMUN/ALT/Z2(300) ,JMAX ) JMAX]Y DT yDHyFHT,ITERLEPS,NION,TF,ITF
COMMUN/EGN/JON, JLL(S) ,JUL(S)

THP=1.0-THF

00 101 I=1,I10N
CN(Ty1)=THPAENSAVE (T +JI=1)+THF&N(],JI-1)
CN(I42)=THP*NSAVE(1,JI)+THFE=N(I,J1)
CN(I,2)=THP=NSAVE(],JI+1)+THF2N(I,J1+1)

D0 300 K=1,323

J=K+J =2

CALL kATES(JoT]vTNle'RZQRBpRQ'RSyR6'R7'R8)

SOURCES AND SINKS FOR EACH I0ON ARE SUMMED TOGETHER TO FORM Q(I,J)
LYl KY=(R2ZZHN(J) +RIZN2N(JI+RGET2N( ) ) &CN(1,K)
LI2,K)=R2®ON(J)*CN(2,K)

QUL WK)=(L(2,K)+PHION(J)-L(1,K))/BM( J)

(2, T=(R2EHN(JI)ISCN(L1,K) =L (2,K))/BM(J)

——————— PRINTING OF IND[VIDUAL PRODUCTION AND LOSS TERMS -----

b Co.--

Bt et b et huh gt d et
=% 5 B

yﬂ
o (5 4
O w

TE(JI LT JLL(2) cORJTGT . JUL(R2)) GC TO 300
IF{K.NE.2) GO 70 300
IF(ITER NE.4) GO TO 300
IF(Jl.EQe2) WRITE(6,11)
TF((JI/30)230.5G.J1) WRITE(6,11)
R2HYN=R2=HN(J)
R3N2=R2I*NZN(J)
R4T2=R6*32N(J)
R1I0ON=R1=0N(J)
WRITE(6,413) JE,20J1)4R2HAN,R3N2,R402,R1IONyCN(1,K) CN(2,4,K)PHIONI(J)
FORMAT(/2X,2J2,5X,cALT%,7X,2R2HN%, 8X,*R2N2*,8X,%R4022,8X,R10CN*
yBXy2N(O+) ¢, 8X,2N(H+)*,8X,*PHIONZ)
FURMAT(1IS,F5.0,1P12E12.4)
CONTINUE
TERD IS CALLED TO INTERPOLATE
v0 400 1-=1,10N
QB:Q(ICI)
9J=Q(1,2)
UA=Q(1,3)
WRITE(6,4350) 1,J1,0B,QJ,0A,QL,CM,QU
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NG 06727,
110 --- CALL TERD(J1,0B.QJ,0A,QL,0M,QU,5)
111 === ¢ WRITE(6,350) 1,J1,0Bs0J,QA,QL,QM,QU
112 --- 350 FORMAT(214,12E12.2)
11z --- SOURCE (1)=QM 4
114 -=-=- 40O CONTINYE
115 --- RETURN
116 === END
117 === (2L$R%0,7'0L3H%0,210L8 8%y, 21 008H%2, 21 0LSAXD,212L8H%D,210L8H%D, 71208k %T,
1156 === SUBRUUTINE HODEQ(J, JM1 o JMAX Ny TI,RoSL)
1'9 === Ceees CALCULATES DYNAMIC FQUILIBRIUM OF H+ AND 0O+ AT PT JM1 FRUM
120 === Ceeee DENSITIES AT LOWER 20UNDARY JM1, USINC GEOPOTENTIAL GP(J)-GP(JM1)
121 === Cueee. DRAG(F) IS A TERM TAKING COLLISIONS INTO ACCOUNT. IT MAY BE
122 === Ceee. INCLUDED LATER IN PLACE OF , DR JN ADDITIQN TC QICN(I)
123 --- IMPLICIT REAL(A-H,N=2)
126 === REAL BK,MG,M
125 --- DIMENSION M(2)40(2),E02),RTL2)4,DP(2),N(4,300),T1(3,200),PP(3)
126 --- > WVI2) yFLUX(2) yR(2,300),5L(300)
127 === COMMGN/DEQ/QION(2),DRAG(2) ,GP(2,300)
Y2 === DATA AMU » BK . MG y GP(2,1) , TF , AUG
129 --- > / 1.6726E-24 , 1.28C7E-16 » 3,9765€+20 , 0.0, 1 , 1 /
130 ——< DATA M/16.0,1.0/,MT/1/, T2SAV/0.0/
131 --- C... EVALUATE GEUPLTENTIAL FOF DYNAMIC EQUILIBRIUM
13¢ === Ceee ONLY IF 10N TEMP CHANGES
135 === JEQ=(JMAX+1) /2
134 === IF(T2SAV.EQ.TI(2,JEQ)) GO TO 19
125 --- 00 5 1=2,JMAX
136 --- TH=.58(TI(2,1-1)+T1(2,1))
137 --- GP(1,1)=MC=(.5%AMU/BK)=(RI1,1-1)=-R(2,1-1))
138 === 301 /R0(1,1-1)282/TH+1 . /R(2,1-1)%22/T5(2,1-1))+GP(2,1-1)
12§ --- GP(2,1)=GP(1,1)+MG=(.5AMU/RK)=(R(2,1)-R(1,I-1))
1640 --- SB(1./R(1,1=1)%82/TH+1./R(2,1)¢22/T1(2,1))
141 --- 5 CONTINUE
142 =--=- 10 CONTINUE
143 --- T2SAV=TI(2,JEQ)
164 -=-= IF(J.EQ.1) RETURN
145 === C... QION 1S ZERQED AT PRESENT, MAY BE USED LATER
146 --- JION{1)=0
1647 --- QIGN(2)=0
148 swww Coves
149 -—= NEJMI=N(1,dMID4N(2,IM1) E
150 --- D3=NEJMI=TI(3,J41)/Ti(3,J)
151 --- 00 1 1=21,2
152 --- RTCII=(TI(3, 00471 (3,JM1))/(TI(2,J)+TI(2,4M1))
153 --- ECI)=EXP(=M(1)2(GP(2,J)=GP(2,J41)))*EXP(QION(I)&(SL(J)=-SL(J=-1)))
15 --= DOII=N(T,JMIDETI(2,JML)2ECT)/TE(2,J)
155 --- DP(I)=RT(I)/(RT(1)+1.0)-.5
156 --- 1 CINTINUE
‘ 157 --- N(1,J)=D(1)#SQRT(D3/(D(1)+D(2)))=((D3/(D(1)+D(2)))=2DP (1))
| 158 --- N(2,J)=D(2)2SORT(D3/(D(1)+D(2)))&((D3/(D(1)+D(2)))==DP(2))
159 -=-- RETURN
| 160 === END
4 1AL === (o !"ES%E0047, IOHSXER?, 1 OHE%ESD, 1WHEXESD I "HO%ES? 1 nHS%ER?
4 162 --- SUBROUTINE HOEQ(J,JMAX ,0T ,THF,DCR N ,TI,NSAVE)
163 === (Cevees FINDS THE NEW CHEMICAL FQUILIBRIUM DENSITIES
164 === (Ceues OF O+ AND He AT POINT J FOR FRACTION IMPLICITNESS a
F |
90
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ING 06727/
165 === (Ceees IT ALSO CALCULATES TE FROM LOCAL HEATING=CDOLING
166 --- IMPLICET REAL(A-H,L,N=-2Z)
167 -—~- REAL OT,THF
168 -~- COMMON/ND/Z/GON(300) yHN(300) N2N(300),02N(300),PHIONI300),TN(300)
146G -=-- DIMENSION L(2,2)yN(64,200),T1(3,300),NSAVE(2,300),V(2),F(2)
170 --- CALL RATES(JsT1,TN,R1,R2,R3,R44,RS,R6,R7,R8)
171 -~= Ceees EVALUATE LOSS RATES
122 === L(1,1)=(R2*HN(J)+R3N2N(J)+R4®U2N(J))
173 -~-- L(1,2)=+#R1=0N(J)
174 =-~- L(2,1)=4R2=HN(J)
175 -~- Ll2,2)=R120ON(J)
176 -~-- (e¢e2x CALCULATE DO+ © H+ DENSITIES FROM PHOTOCHeMICAL EQUILIBRIUM
177 -—-- N(1,J)=PHION(J)/L(1,1)+NSAVE(]1,J)2EXP(-L(1,1)%DT)
176 -~-- N(2sJ)=N(1,d)2%L(2,1)/L(2,2)
179 == Ceeeo LOWER BOUNCARY FOR TE USING NEWTON TO SOLVE LOSS=GAIN
130 =~= Cyp9s LOCAL HEATING=LOCAL COOLING IS TRANSFERRED FROM TFIlJ VIia VI1)
181 =-= Covey H=INCREMENT FOR EVALJATING DERIVATIVE OF VI(1): DEX=DERIV OF V(1)
182 === Cyy99y FEX=V(1)., ION T=MP S SET EQUAL TD NEUTRAL TcMP. NOTE THAT THE
183 ==~ H=0.0001%T1(3,J)
184 --- 20 CALL TFIJ(Je34IPT N, TI,Fy1,1,V)
185 === FEX=V(1)
186 --- TI(3,J)=TI(3,J)+H
187 --- CALL TF]J(J.3'IPT'NQT"FoloIQV)
188 --- DEX=(V(1)-FEX)/H
189 === T1(3,4)=T1(3,J)-H-FEX/DEX
190 --- IF(ABSC(FEX/(DEX=*TI(3,J))).GT.1.0E-3) GO TO 20
¥91 === IF((JeMEl) DR (JeNELJMAX)) RETURN
192 ==~ TI(1,J)=TNC(J)
193 —— TI(2,J)=TNLY)
164 --- RETURN
195 --- END
196 —== (*PRINT#*=PRINT=#PRINT&2PRINT=+PRINT**PRINT®*PRINT *%PRINT >
167 --- SUBRLUTINE PRINT(IPMX,yIMODWZ yJMAX N TI,ITAULITER,IDSC,U,FY,A)
196 === Coeeee THIS RUUTINE PRINTS N AND U ARRAYS ....
169 --- IMPLICIT REAL (A-H,L,N-2)
280 === REAL 2,0T,DH,THF,EPS
201 --- DIMENSTON A(4,300) ,N(4,300),T1(3,300),2(300),FY(2,300),U(2,300)
0eg === COMMON/CPRIN/HFLX(24,300)
203 === IW3C0=0
204 === WRITE(IDSC,200) ITER,ITAU
205 === 200 FORMAT(20X,=ITER=%,13¢45Xs2TIME=2,]16,3X,8SECS%//)
206 === NRITE(IDSC,103)
207 === 103 FORMAT(IX,*ALTIT2,4Xs2Je, TX,dN(D+) % ,BX,2N(H+)2,8X,8T]I%,8X,2TE®
208 === 1 16X o204+ VELE J4 X o%¥HY VFL2,0X o "FY1%,6X,2FY22,4X *HFLX12,4X
209 === 1 yeHFLX2%*/)
270 === C+444444+4444449 4
211 ~-=— 00 100 J=1,1pPMX H
212 === 1FtJ.EQ.1) GD TO 102 '
243 === IF(2(J4).LT.0.0) GO TO 102
214 ===~ 1F(MUD(J,IMOD) .EQ. O) GO TO 102
Zi15 wew GO T0 100
216 ~-~- 102 COUNTINUE
217 === [W300=1w300+1
216 ~=-=- IF((IH300/3D0)#*30.FQ.IW300) WRITE(IDSC,103)
219 === WRITE(IDSC,101) Z(JU)pJaN(1,3J)eN(2:3J)yTI(2,J),T1(3,J)
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ING oce/27/
220 --- 1 yULL o J)oUCRed) o FY(Lod) oFY(20J)oHFLXI1,J) ,HFLXI2,4)A(),J),A(2,J)
221 --- 101 FORMAT(F9.0,16,1P2E13,3,0P¢F10.1,1P12€9.1)
222 === 100 CONTINUE
223 --- RFTURN
224 --- END
225 === (1%L OPI LoD LIRS ILZPIIRGID %D INIIDNLEIDLYEDD
226 --- SUBRUUTINE CMINOR(J N,TI,ENTP ENC2P)
227 =~= (Ceees THIS PROGRAM CALCULATES THE MINDOR IDN CONCENTRATIONS FROM
228 === (ee.. (HCMICAL FQUILIEBRIUM ; FENOP=N(ND+), ENURP=N(D2+)
229 ~=~= IMPLICIT REAL(A~H,N=2)
230 --- COMMON/ND/CN(300) ,HN(300),N2N(200) ,02N(300),PHION(300),TN(300)
231 —— DIMENSION N(4,300),T71(3,300)
P Pl B=N(1,J)+N(2,J)
233 -=~- CALL RATES(JoTI,TN,R]1,R2,R3,R4,R5,R6,4,R7,R8)
234 -—- C=(R3=N2N(J)I/R5+R4202N(J)/RE)3NI(1,J)
23% ——— NE=(B+SQART(E=*22+4.0%C)) /2.0
236 ——= ENCP=R3eNZN(J)&N(1,J)/ (NE=RS)
23T ——— END2P=R4=0U2N(J)=N(1,J) /(NE=RGE)
238 ——= RETURN
2329 -=-- eEND
260 === (C1%0DU%RIPDIREPD VL4 2YDEREPDINEPIILSDI%BPDULEIDNLEIDN%%2DD
26) === SUBROUTINE RATES(J,TI,TN,R1yR2yR3,R4,R5,R6,R74R8)
QL¢ ===~ (*22¢ THIS PRDGRAM EVALUATES THE RATE CONSTANTS FOR VARIOGUS REACTIGNS
243 =—=~ (C®»223 R1,R2 APPLY TC 0O+ + 4 REACTION IN BCTH DIRECTIONS 5 R3=REACTICN
by ==~ (23 OQF O+ WITH N2 § K6= D+ WITH D2 : R5=REACTIUN COF NO+ WITH ELECS
245 ===~ (%o R6E=REACTION GF 02+ WITH tLECS ¢ RATES FROM TOCRR AND TORR 1978
24b —--~ (%2¢s RT7,RB ARE FOR FUTURE USE
247 --~ DIMENSION TI(3,300),TN(300)
2(‘6 e C-co D’ * H LDSS RAYES
249 --~- R1=3.8E=-112SQRTITI(2,J)+TN(J)/16.0)
250 --~- R2=5e24E-112SQORTU(TN(J)I+TI1,4)/16.0)
251 === (>ee L+(&S) LOSS TD N2 AND 02 3 TORR @ TORR 1978
2%g =as T13=(6 ,*TN(J)+T7.2T1(1,J))711.0
d53 ~== T14=(1.2TN(J)+2.2T1(1,4))/3.,
254 --- IF(T13.6T.1700)GD T 10
255 -=- R3=1.533E-12-5.92E~132(T713/300.)
256 =-- > +8.,60F-164=(T13/300,)292
. 25 === 6C TG 20
i 258 --- 10 R2=2,73F=12 =-1.15F~12*(T713/300.)
! 2€9 === > 41 .483E-132(T13/200.)%%2
§ 250 === 20 R4G=2.,82E-11 -7.74E~-122{(T14/320.) +1.073E-122(T14/200,) 22
261 === > -5.17E-164%(T14/7300.)%23 + 9,65E-162{T14/300.)22¢4
262 === R5=64,2E-72(300./T1(3,J))2%,.85
{ 263 === R6=1.,6E-72(300./T1(3,J)) &= ,55
| 266 === RETURN
| 265 =-= END k
| ATION DATASET IS ABOUT TC BE WRITTEN
| ¢IVEN,y, RF UQNE
{ ATION DATASET HAS NOW BEEN WRITTEN
—popopmbopabufay EDITOR TERMINATING 27/100 SECUONDS IS ELAPSED T
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ING 06727/ "F

VIT,U=PLIB,DN=RSDEN,DUL

1 - - (-oo----oo...oc(RSDEN)--....oc-o.o.......
2 --- SUBRUUTINE DFIJ(JeJSJe1PR¢NyT1,F,JB,JBS,V)
K e et K
4 —-= (C THIS PROGRAM WAS WRITTEN BY EUGENE YOUNG(1978). IT IS RESPONSIBLE FOR
5 --=-C SETTING UP THE 'ERROR FUNCTIONS® FOR THE DENSITY FCUATIONS. IT CALLS
6 --=- C SUBR VEL T0O GET VELDCITIES, HODEQ TO FILL IN THE DYNAMIC EQUIL REGION,
-7 --=C (HEMO FOR CHEMICAL SOURCES AND SINKS AND DAVE FOR INTERPOLATED DN/DT
6 --=- IT INTEGRATES THE CONTINUITY EQUATIDNS TD DBYAIN FLUXES.
e et K
lu --- IMPLICIT REAL(A-H,L,N=2)
11 --- REAL 2,0T,0HoTHF yEPS,MBSS,MGC,4AGNM, TF
12 --- INTEGER IO0ON,NEOQ
13 --- DIMENSION MASS(2),QSIGNI(2),VL(2),VU(2),FLU(2),FLL(2),0]D(2)
14 --- > eANL (2) yANM(2) ,ANUL2) ,PL(2),PM(2),PU(2),CL(3),CM(3),CU(3)
15 --- oD vQ(2),LI2) o TINCRI2),V(2),FYS(2)
16 --- DIMENSION N(4,300),7T1(3,300),F(2)
17 --- COMMON/VN/U(2,300),6G(300),BM(300),GR(2,300),R(2,300),5L(300)
18 --- COMMUN/ND/ON(200),HN(300) ,N2N(300),02N(300) ,PHICN(300),TN(300)
19 --- COMMON/ALT/2(300)+JMAX , JMAX],DT ,DH, THF,ITER ,EPS,ION,TF,ITF
20 --- (OMMON/SAV/NSEVE (2,300)4,TISAV(3,300),FY(2,300),UN(300),EHT(300)
21 --- COMMON/FON/JON,JLL(S),JULLS)
ce2 —--- (GMMON /DELZ/HLL ,HUU,IT
23 --- CIMMON/DEQ/RION(2),PRAG(2),GP(2,300)
24 --- DATA QASION/=3eyl o/ yAHU/YobT726E-24/,BK/)Y 3B07E-16/
23 === Ceeee CALC DENSITIES AND VELOCITIES FOR TIME T+THF=DT
26 === (evee AT POINTS J,J=1/72 AND J+1/2 .
c1 -~-- THP=1,.0-THF ;
Jo --- JEP1=J8+1 ;
29 -~- [PR=2 ;
3y --- JON=JSJ
31 -=~- IF(ITER.LT,.4) JDN=1
212 —~= TF((J.EQe2) AND(JSJ.EQ.0)) WRITE(G,116)
33 -~= 116 FORMAT(*ENTER DFIJ®)
34 -~-- IF(J.FQ.JB.OR.J.EQ.JBS+1)GO TO 110
35 —~= (+4++++ STARTING FLUX FOR CO